
Fracture Prediction, Imaging and Screening in Osteoporosis 

MAY 2020  ISSUE 01

O s t e o p o r o s i s

Access the content online at: 
https://collections.medengine.com/endocrinology/endocrinology-excellence/

spot light

ENDOCRINOLOGY

spot light

ENDOCRINOLOGY



 Metformin 850 mg SR Metformin 1000 mg SR

Metformin 500 mg SR

*Data on file

In T2DM, START EARLY with

In uncontrolled T2DM, 

STEP UP with

In uncontrolled T2DM, 

STEP UP with

      
ACROSS THE SPECTRUM OF T2DM MANAGEMENT *

FOREVER WITH YOU

AS A
GUIDING

LIGHT



O s t e o p o r o s i s



All rights reserved. No part of this publication may be reproduced, transmitted or stored in any form or by any means either mechanical or 
electronic, including photocopying, recording or through an information storage and retrieval system, without the written permission of the 
copyright holder.

Although great care has been taken in compiling the content of this publication, the publisher, its employees and editors/officers are not 
responsible or in any way liable for the accuracy of the information, for any errors, omissions or inaccuracies, or for any consequences arising 
therefrom. Inclusion or exclusion of any product does not imply its use is either advocated or rejected. Use of trade names is for product 
identification only and does not imply endorsement. Opinions expressed do not necessarily reflect the views of the publisher, editor/s, editorial 
board or authors. 

Please consult the latest prescribing information from the manufacturer before issuing prescriptions for any products mentioned in this 
publication. The product advertisements published in this reprint have been provided by the respective pharmaceutical company and the 
publisher, its employees and editors/officers are not responsible for the accuracy of the information.

© Springer Healthcare 2020

March 2020

 

This edition is published by Springer Nature India Private Limited.
Registered Office: 7th Floor, Vijaya Building, 17, Barakhamba Road, New Delhi - 110 001, India. 
T: +91 11 4575 5888 
www.springerhealthcare.com

Part of the Springer Nature group



Contents

Endocrinology Reviews

1. Fracture Prediction, Imaging and Screening in Osteoporosis   ................... 1

Nicholas R. Fuggle, Elizabeth M. Curtis, Kate A. Ward, et al.

Research Highlights

2. Vitamin D and Bone Mineral Density in HIV Newly Diagnosed  
Therapy-Naive Patients Without Any Secondary Causes of Osteoporosis   ................... 14

María Elena Ceballos, Camila Carvajal, Javier Jaramillo, et al.

Case Report

3. Severe Osteoporosis with Multiple Spontaneous Vertebral Fractures in a  
Young Male Carrying Triple Polymorphisms in the Vitamin D Receptor,  
Collagen Type 1, and Low-Density Lipoprotein Receptor-Related Peptide 5 Genes  ................... 22

Maria P. Yavropoulou, Panagoulia Kollia, Dimitris Chatzidimitriou, et al.

Step by step procedure for online viewing:

1. Go to https://collections.medengine.com/endocrinology/endocrinology-excellence/ or scan QR code. 

2. Web page of the issue will open on the screen. 

3. View and read the PDF version online.

4. The PDF file can be downloaded too for offline reading.





1

biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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Osteoporosis is a disorder associated with a decrease in 
BMD, low bone mass and increased bone fragility; individ-
uals with osteoporosis are at an increased risk of fragility 
fractures. The economic and societal burden of fragil-
ity fractures is massive, previously estimated at 37 billion 
euros per year in 27 European countries alone1, and is set 
to rise owing to an increasing skew towards an older popu-
lation2,3. Importantly, the ability to predict those at risk has 
developed enormously over the past 20 years through the 
use of fracture prediction tools and an increasing under-
standing of scanning modalities, such as dual- energy X- ray  
absorptiometry (DXA). Despite this, a treatment gap 
exists between those at risk of fracture and those receiving  
treatment for the prevention of fragility fractures.

In this Review, we expand on the current epidemio-
logy of fragility fractures, provide an up- to-date defi-
nition of osteoporosis and discuss the widening gap in 
treatment for those at risk. We also highlight the devel-
opment of fracture prediction tools and the benefits they 
have brought in identifying those at risk, with particular 
focus on the recent Screening of Older Women for the 
Prevention of Fractures (SCOOP) trial. We then dis-
cuss the role of DXA in enhancing the identification of 
individuals at risk of fracture and examine more recent 
imaging modalities and analyses.

The epidemiology of fractures
Fractures are a major concern for the health of individ-
uals and the general population at large, with common 
fragility fracture sites being found in the hip, spine and 

wrist. In 2010 in Europe, there were 22 million women 
and 5.5 million men with osteoporosis, accounting for 
2% of the overall burden of non- communicable diseases1. 
This population experienced an estimated 3.5 million 
fragility fractures, with 610,000 hip fractures, 520,000 
vertebral fractures, 560,000 forearm fractures  and 
1.8 million ‘other fractures’ (comprising fractures of the 
pelvis, rib, humerus, tibia, fibula, clavicle, scapula and 
sternum and other femoral fractures)1. In the USA, one 
in two women experience osteoporosis- related frac-
tures after menopause4. In the UK, there are an esti-
mated 200,000 osteoporosis- related fractures per year5. 
These fractures severely effect quality of life, with 50% of 
patients with hip fracture losing the ability to live inde-
pendently6. In the USA, fragility fractures are respon-
sible for >432,000 admissions to hospital and 180,000 
admissions to nursing homes each year7.

Incidence, mortality and economic cost. The incidences 
of age- specific vertebral, forearm and hip fractures are 
increasing owing to the elderly population being the 
fastest growing age demographic1,8,9. Although the inci-
dence of fragility fractures continues to rise in transi-
tioning populations, notably, the rate of hip fracture has 
stabilized in many resource- rich countries10 (Fig. 1), and 
wide global variation exists by geography11, ethnicity  
and socio- economic status12.

The mortality associated with major osteoporotic  
fractures is substantial, with 20% mortality from hip frac-
tures within the first year13,14. Moreover, hip fractures 

Major osteoporotic 
fractures
Fractures attributable to 
osteoporosis including hip, 
forearm, humerus or clinically 
presenting vertebral fractures.
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
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our homeostatic regulatory system15. The output of this 
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(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points
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stress response with circadian regulatory processes.
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result in 20% of orthopaedic bed occupancy in the UK, 
and the mean in- hospital stay is 27 days. The annual 
economic cost of fragility fractures in Europe was esti-
mated at €37 billion1, with 66% of the cost attributable  
to incident fractures, 29% to prevalent fractures and 5% to  
associated pharmacological costs. In the USA alone, the 
cost of fragility fractures in 2005 was estimated to be 
$17 billion, with a subsequent increase to $25.3 billion 
estimated by 2025 (reF.15). A shift in the demographic 
landscape of fractures has occurred, which is associ-
ated with the increasingly elderly skew of the popula-
tion16; therefore, the above costs might increase further. 
As such, more recent health economic analyses are 
required to elucidate the modern day financial impact of  
fragility fractures.

Medical interventions for osteoporosis. The past 
20 years have seen marked developments in medical 
interventions for osteoporosis including calcium and 
vitamin D supplementation, hormonal replacement 
therapy and bisphosphonates1,17. These pharmaceutical 
therapies reduce the incidence of osteoporotic frac-
tures18–22. For example, bisphosphonates decrease all 
fractures by 35%, non- vertebral fractures by ~25% and 
vertebral fractures by 50%20,23. In addition, denosumab 
has been shown in a trial to reduce fracture rates after 
10 years of treatment24. Notably, in this trial, vertebral 
fracture yearly incidence in the denosumab treatment 
group (females aged 60–90 years) remained at a simi-
lar rate during the trial extension (to 10 years) to that 
seen in the original trial (3 years): vertebral fractures at 
0.9–1.9% and non- vertebral fractures at 0.8–2.6%. This 
yearly incidence was lower than that observed in a vir-
tual placebo group, and both efficacy and safety surveil-
lance are ongoing. Since 2015, bone- forming agents such 
as teriparatide25,26 and abaloparatide27,28 have shown good 
efficacy in randomized controlled trials.

The osteoporosis treatment gap. A major concern in 
the management of osteoporosis is that a minority of 
patients receive treatment1,29. This untreated population 
is referred to as the osteoporosis treatment gap30, which 
refers to the difference between the number of individ-
uals who are at high risk of fracture and the proportion 
of these people who receive fracture preventive inter-
ventions. An unfortunate reality of the treatment gap in 
osteoporosis is that, of the individuals who sustain a fra-
gility fracture, <20% receive secondary preventive treat-
ment, with this proportion being even lower in older 

females and patients in long- term care. Fracture assess-
ment tools, which utilize clinical variables to provide a 
measure of fracture risk, have therefore been developed 
and will be discussed later31,32.

Globally, marked variation exists in the use of frac-
ture assessment tools, with 1,000-fold variation in tool 
use worldwide despite far lower variation in fracture 
rates33. This paucity of tool use could be attributable to a 
lack of coherent local guidelines or difficulty accessing 
the tools online or even in paper format34. Beyond the 
variation in assessment of fracture risk, some resource- 
rich countries, including the UK and USA, have shown 
a concerning downward trend in treatment of osteo-
porosis35,36. In the USA, this observation might be due 
to changes in the provision of medical reimbursement. 
Moreover, in the UK and USA, increasing concern exists 
regarding adverse events related to bisphosphonates, 
which have been hyped in the lay media37. This concern 
is countered by a Danish study, which demonstrated 
that, even in individuals who were overtreated with 
10 years of the bisphosphonate alendronate, the fracture 
risk was lower than in age- matched controls38,39.

Progress in the effective identification of high- risk 
individuals has depended upon the definition of osteo-
porosis, the development of fracture risk prediction tools 
and an understanding of imaging modalities for assessing 
bone parameters, all of which are discussed below.

Diagnosis of osteoporosis
A step- change in the assessment of bone fragility occurred 
with the advent of non- invasive methods for deter-
mining BMD, the most prominent of which is DXA40.  
Historically, the lumbar spine and proximal femur were 
sites that were considered; however, since 2013, the 
femo ral neck has been recognized as the reference site 
for epidemiological studies41.

DXA provided a homogenized, widely utilizable 
method for calculating BMD as a T score that measures 
the number of standard deviations from the mean BMD 
for a 30-year- old man or woman. As a result, in 1994, the 
WHO produced an operational definition of osteopo-
rosis based on a BMD T score of −2.5 or lower42. This 
score has since become the diagnostic criterion for osteo-
porosis. A 2006 study showed that there is a 1.5–2.5-fold 
increase in fracture risk per standard deviation decrease 
in BMD21. Thus, BMD is a good predictive measure 
of future fractures. By contrast, another measure with 
equal predictive power is blood pressure as a predictor of 
future stroke. Both measures have more predictive power 
than serum cholesterol levels have for cardiovascular  
disease risk43.

Although BMD is a good specific predictive meas-
ure, the sensitivity for BMD alone in predicting future 
fractures is <50%, and those in an osteopenic range 
(T score between −1.0 and −2.5) are still at risk of frac-
ture. The Rotterdam study44 demonstrated that 44% of 
women with non- vertebral fractures over a follow- up 
of 6.8 years had a BMD T score between 0 and −2.5 and 
that 12% had a completely normal BMD. Another study 
from the USA showed that only 46% of women who sus-
tained a hip fracture during a 5-year follow- up period 
had a T score of −2.5 or less for BMD at baseline45.

Key points

•	The WHo defines osteoporosis as a measurement of BmD that is at least 2.5 standard 
deviations less than the mean BmD for a 30-year- old man or woman.

•	Dual- energy X- ray absorptiometry provides a measure of BmD that can be used  
to diagnose osteoporosis.

•	Central and peripheral quantitative CT can be used to provide measures of bone 
microarchitecture within a research setting.

•	BmD, combined with clinical risk scores, including Fracture Risk Assessment Tool 
(FRAX), can be used to predict which individuals are at high risk of fracture.

•	A gap exists between individuals who are at risk of fracture and those who are 
receiving treatment and requires closing as a matter of paramount importance.

Denosumab
A fully humanized monoclonal 
antibody that binds to the 
receptor activator of rANK 
ligand, thus blocking the action 
of rANK ligand. it is delivered 
via subcutaneous injection as 
an anti- resorptive agent for the 
treatment of osteoporosis.
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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For the above reasons, 2019 European clinical guide-
lines have repeated the recommendation of using frac-
ture risk factors (such as fall risk and age46) for identifying 
those at risk of fracture, as well as a thoracic kyphosis and 
loss of height of >4 cm (to identify subclinical vertebral 
fractures)47. The low sensitivity of BMD is of high clini-
cal importance and emphasizes that BMD does not take 
non- skeletal determinants of fracture risk into account. 
As such, assessment modalities and particularly DXA 
have a crucial role in identifying at- risk individuals.

Dual energy X- ray absorptiometry
Absorptiometry generally relies upon an energy source 
(for example, photon or X- ray) passing through a test 
material and a detector that is used to measure the degree 
of attenuation. This measurement can be compared with 

a standard control material to calculate the density of the 
test material. Depending on the properties of a tissue, it 
will attenuate radiation differently, which allows quanti-
fication and separation of different tissues (for example, 
fat, muscle or bone) from one another. DXA was first 
described by Mazess in 1981 (reF.48). This method uses 
two different energy sources (at ~40 KeV and >70 KeV) 
to allow discrimination between soft tissues and bone 
and provides increased resolution and precision49 and a 
shorter scan time than previous modalities.

DXA has since become the gold- standard measure 
for BMD owing to the scientific demonstration of a 
strong correlation with biomechanical bone strength via 
finite element analysis50, a correlation with the clinical 
outcome of fracture risk51 and the relatively low radiation 
burden52. Moreover, DXA is also a viable measure for 
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Fig. 1 | Secular changes in hip fracture worldwide. This figure demonstrates the secular trends in hip fracture across the 
globe. Geographical regions are divided by dotted lines, and countries are shown in differing bars with labels including  
the country name and the years between which the secular trend was measured. Annual percentage change is shown  
on the x axis, with a percentage rise being positive and a percentage decrease being negative. The general trend for 
European, Australasian and North American countries is an increase in hip fracture rates in the last quarter of the 20th 
century , with a plateau as they near the year 2000. In Asia, the general trend is towards a continued increase in rates 
approaching the year 2000 threshold. Figure reproduced from reF.10, Springer Nature limited.

Thoracic kyphosis
An S- shaped deformity of the 
spine that can be precipitated 
by osteoporotic vertebral 
fractures.
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.
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muscle mass in the assessment of sarcopenia53. Notably, 
DXA measurements alone may be more advantageous 
than using clinical risk factors (and the related predic-
tion tools) alone when identifying individuals with rare 
conditions that increase the risk of fracture. However, 
DXA can be used in conjunction with clinical risk tools 
(for example, Fracture Risk Assessment Tool (FRAX), 
which we describe later) in order to more accurately 
identify those at risk of future fracture.

Quantitative measures derived from 2D densitome-
try. DXA is a form of 2D densitometry, and the quan-
titative measurements that can be derived from this 
method include bone area (cm2), bone mineral content 
(grams) and areal BMD (grams per cm2). Areal BMD 
is calculated using pixel by pixel attenuation values 
of a test material (in this case bone) against a control 
phantom54. Bone area is calculated by summing the 
pixels that lie within the bone edges, and bone mineral 
content (in grams) is calculated by multiplying areal 
BMD and bone area. In 2001, a model was proposed to 
enhance the comprehension and interpretation of bone 
densitometry measures in children and adolescents55, 
although this model can also be employed in the under-
standing of adult bone physiology. The model focuses 
on three key areas: material BMD, compartmental BMD 
and total BMD.

Material BMD refers to the mineralization of a 
small volume of organic bone matrix. A small volume 
is necessary to exclude marrow, lacunae, canaliculi 
and osteonic canals from the sample. This measure-
ment can be performed invasively via bone biopsy, or, 
since 2000 (for cortical bone), via a virtual bone biopsy 
afforded by high- resolution peripheral quantitative CT 
(HRpQCT)56, which is described later. Compartmental 
BMD refers to the amount of mineral in the cortical 
and trabecular compartments and can be assessed by 
quantitative CT (QCT) methods (central, peripheral 
and HRpQCT). DXA does not provide measures of 
compartment BMD, as it is a 2D method. Instead, DXA 
provides an integrated measure of total BMD, which 
refers to the entire density of the material within the 
periosteal envelope.

A limitation of DXA is the aforementioned 2D 
image that it provides, which limits the ability to meas-
ure density (mass per volume), as the depth of the bone 
cannot be accounted for. This limitation creates a size 
dependence to measurements, which is problematic 
in children. Several methods exist to account for these 
inaccuracies in the use of DXA in children. The meth-
ods include calculation of a size- corrected total BMD 
from the DXA image, bone mineral apparent density57,58 
and regression methods to take into account the size of 
the child59,60.

Over the past decade, developments in DXA scan-
ning include vertebral fracture assessment using lat-
eral views of the thoracolumbar spine61; hip structural 
analysis, which utilizes hip cross sections to ascertain 
bone strength; and trabecular bone score (TBS), which 
provides a measure of bone quality (rather than the 
quantity supplied by BMD) and is a surrogate of bone 
microarchitecture.

Trabecular bone score. TBS is an analytical tool that is 
used on data acquired using DXA to provide a surrogate 
measure of bone microarchitecture, providing informa-
tion on bone structure above and beyond areal BMD62. 
The tool uses a sequence of experimental variograms to 
quantify variation in grey- level texture between pixels63 
and generate a value that is strongly related to exper-
imental trabecular separation, trabecular number and 
connective density64,65. The region of interest is usu-
ally an anterior–posterior view of the lumbar spine on 
DXA; a higher TBS is consistent with fracture- resistant 
bone, and a lower score is consistent with weaker bone66. 
Seemingly, there is an age- dependent variation in TBS, 
with a relative plateau in mid- life (aged 30–45 years) and 
a gradual reduction with age67.

A point of interest is whether the TBS provides any 
information for the effective prediction of fractures 
independently of clinical risk factors and areal BMD. 
A study in a cohort from Manitoba attempted to address 
this question in women68 and men69 and found that, in 
women, TBS predicted incident fractures (HR 1.36, 95% 
CI 1.30–1.42; P < 0.001). After adjustment for clinical  
risk factors and femoral neck areal BMD, the asso-
ciations were attenuated, although a hazard ratio of 
1.18 (95% CI 1.12–1.23) remained for a major osteo-
porotic fracture68. In males, the area under the curve for 
the prediction of incident major osteoporotic, hip and 
clinical vertebral fractures was better than that expected 
by chance alone69.

In 2016, a meta- analysis of 14 cohorts was performed 
to assess the triangular relationship between clinical risk 
factors, TBS and areal BMD with regard to fracture pre-
diction. The authors found that TBS was partially inde-
pendently predictive of future major osteoporotic and 
hip fractures and concluded that the score can have some 
utility in clinical practice70. Through this analysis, a low 
risk of fracture was defined as a lumbar TBS > 1.31, and a 
high risk of fracture was defined as a TBS < 1.23.

Although TBS has been demonstrated to respond to 
fracture prevention therapy, including bisphosphonates 
and raloxifene, the percentage change is generally less 
than that observed in areal BMD71,72. An advantage of 
TBS is that the tool can be applied to DXA, radiographs, 
CT and QCT and at any skeletal site, although DXA of 
the lumbar spine is the most common modality. A poten-
tial disadvantage of areal BMD is the artefact caused by 
degenerative disease (particularly in the spine), which 
leads to falsely raised BMD levels. However, owing to 
the methodology, TBS is not affected by degeneration 
or osteophytes73. In addition, TBS is available as a mod-
ifier to FRAX online. Potential clinical and technical 
issues with the accuracy of TBS exist, including artefact 
generated from image resolution, noise and soft tissues, 
including adipose tissues74. As such, the most accurate 
measures of TBS will be obtained from individuals with 
a BMI between 15 and 37 kg/m2.

In summary, TBS provides additional information 
regarding bone quality beyond the quantitative meas-
ures provided by 2D densitometry. Although DXA is the 
clinical leader in the image assessment of bone, other 
scanning modalities have been developed (BoxeS 1,2) and 
are used in the research context.

Periosteal envelope
The membrane of connective 
tissue that surrounds bone. 
it has two layers, an outer 
fibrous layer and an inner layer, 
which plays a crucial role in 
osteogenesis.

Bone mineral apparent 
density
An estimated volumetric bone 
density. Volume is calculated 
from the dual- energy x- ray 
absorptiometry (DxA)-assessed 
bone area by assuming the 
vertebrae are either a cube or 
a cylinder. it is a method of 
reducing the size dependence 
of DxA measurements and is 
particularly useful in children.
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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Research scanning modalities
As previously attested, DXA is the current gold stand-
ard for predicting those at high risk of fragility fractures, 
although this method does have some issues and limi-
tations. These issues include the lack of estimates of 
compartmental and material BMD, the fact that BMD 
measurements are size- dependent (as they are calculated 
using a 2D projection of a 3D structure with no adjust-
ments for object depth) and the fact that the measures of 
BMD are susceptible to changes in body composition75.

In order to counter these issues and to provide addi-
tional measures of bone structure, morphometry and 
biomechanics, other, non- DXA scanning techniques 
have developed and are employed, largely in the research 
setting. Indeed, elements of bone microarchitecture have 
been shown to be predictive of incident fracture inde-
pendent of BMD76. These scanning modalities include 
central QCT, peripheral QCT and HRpQCT.

Central quantitative CT. Central QCT was first devel-
oped in the 1970s77 but came to wider usage in the 
1980s78. Central QCT is a modality that uses multiple 
2D slices, and the central description of the modality 
refers to the fact that the regions of interest are the lum-
bar spine (particularly the L1–L3 vertebrae), the proxi-
mal femur and peripheral sites, and central QCT also 
provides a measure of muscle mass79. The advantages 
of central QCT over DXA include the ascertainment of 
mean volumetric BMD (measured in mg/cm3). This 
measurement has the advantages of being less sensitive 
to changes in bone size than areal BMD, and assesses 
compartmental BMD, bone geometry and biomechani-
cal measures of bone strength79. Compared with DXA, 

the main disadvantages of central QCT are the increased 
burden of ionizing radiation80 and the potential issues 
that exist with confounding by changes in bone 
marrow fat owing to the majority of scanners being 
single- energy devices81.

Peripheral quantitative CT. The next scanning modal-
ity in the QCT family is peripheral QCT, which became 
commercially available in the 1990s82, with the most 
common model being the XCT 2000 (Stratec, Pforzheim, 
Germany). This method takes 2D slices (1–2 mm thick) 
of the radius and tibia, which (owing to the very low 
radiation burden) can be performed at multiple sites 
along the bone. This modality provides not only valuable 
data on volumetric BMD, compartmental BMD, bone 
geometry and bone strength but also muscle measures 
including cross- sectional area and muscle density83. 
Measurements of muscle provide the opportunity to 
calculate a bone to muscle ratio, which is relevant when 
considering some hypotheses for bone strength and 
loading (for example, the mechanostat theory84).

High- resolution peripheral quantitative CT. The 
most recently developed QCT scanning modality is 
HRpQCT (XtremeCT, Scanco Medical, Bruttisellen, 
Switzerland), which allows multiple 2D slices (most 
commonly of the radius or tibia) to be recreated into a 
3D virtual bone biopsy. The enhanced spatial resolution 
afforded by this modality is in excess of that provided 
by standard peripheral QCT, QCT or MRI85. HRpQCT 
imparts a low dose of radiation (<3 μSv), and owing to 
semi- automated contouring and segmentation of tissue, 
this method provides data on densitometry, morpho-
metry, microarchitecture and biomechanical measures 
(including stiffness and elastic modulus) through finite 
element analysis86,87.

Non- dual-energy X- ray absorptiometry scanning in 
clinical practice. A recent prospective study by the Bone 
Microarchitecture Consortium found that HRpQCT 
measurements (particularly peripheral skeleton fail-
ure load, which is the prediction of the external force 
required to cause failure of the bone) were statistically 
significantly associated with future risk of fracture 
over ~4.5-year follow- up after adjustment for BMD76. 
However, it should be emphasized that, although the 
above non- DXA scanning modalities provide valuable 
data to drive forward densitometric research, they are 
not currently used in clinical practice owing to a lack 
of routine accessibility. Whilst quantitative ultrasono-
graphy was used extensively in research studies, par-
ticularly in the 1990s, the practical limitations of this 
technology and inferior ability to predict individual frac-
ture status (compared with DXA) led to diminishing use 
and application. Quantitative ultrasonography also lacks 
a coherent standardization across different models and 
instruments of algorithmic data resolution and resultant 
reported parameters88. This method does, however, have 
a potential utility in low- resource settings where DXA 
is unavailable. Interestingly, MRI has also been used to 
assess bone densitometry and has future potential in 
terms of usage in the clinical or research settings89.

Box 1 | Microindentation

Stiffness is the ability of a structure to resist deformation. When subjected to a 
particular load, a stiffer bone will deform less than a softer, more compliant bone.  
The increasing porosity of bone with age leads to reduced stiffness and, thus, increased 
risk of fracture115. measurements of BmD do not capture bone porosity, and so other 
methods have been developed to assess this element of fracture risk.

microindentation is a novel methodology that involves inserting a probe through the 
skin and down onto the bone surface at a particular anatomical site (for example,  
the anterior midtibia) to measure the stiffness and toughness of a bone. Bone material 
Strength Index (BmSi) is measured by comparing the indentation distance of the bone 
with a reference standard calibration material. on the surface of the bone, the probe 
induces microfractures; the weaker the bone is, the greater the distance that the  
probe extends into the bone and the lower the BmSi116.

microindentation has been shown to distinguish between degrees of fracture 
risk116–118, between individuals with osteoporosis and controls119 and between individuals 
at risk of atypical femoral fracture and controls120. However, the technique has also been 
associated with areal BmD in isolation without associations with fracture risk121.

This method has limitations, as it tests the tibia, which is an uncommon site of 
fragility fracture. moreover, the invasive nature of microindentation means that  
it might be less likely to be tolerated in clinical practice than imaging modalities. 
Regarding the latter, a 2018 study has sought to address this in a large cohort  
of	345 Australian	males,	in	whom	the	procedure	was	well	tolerated,	although	
56 individuals	were	contraindicated	by	the	presence	of	excessive	soft	tissues	in	 
the midtibial zone122. overall, it is estimated that ~1,500 individuals have had the 
procedure globally, with 2 reported episodes of adverse events; 1 was a mild skin 
infection and 1 was a reaction to local anaesthetic122.

In summary, microindentation is a technique that shows promise and seeks to identify 
individuals who are at risk of fracture owing to bone weakness, who are potentially 
missed by measurement of BmD alone123.
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.
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Fracture prediction tools
In clinical practice, imaging (particularly DXA) is used 
not in isolation but together with clinical risk factors for 
fractures47. These risk factors can each be assessed in iso-
lation but have also been incorporated into usable tools 
for assessing fracture risk.

Fracture Risk Assessment Tool. The WHO definition 
of osteoporosis was used to determine the threshold for 
treatment, but, although the definition held at a popula-
tion level, many individuals sustain fractures with BMD T 
scores that are closer to 0. This observation has led to the 
development of fracture risk prediction tools, including 
FRAX, QFracture and Garvan.

The first clinical risk score was developed as a proof 
of concept in 2006 (reF.90). This algorithm was produced 
from data on the General Practitioner Research Database 
and provided a measure of future fracture risk. However, 
there are two important limitations in the use of this tool 
that are both based around the absence of BMD from the 
algorithm (owing to the primary care nature of the data 
collected). The first limitation is that it seemed counter-
intuitive to exclude BMD as an important parameter in  
the prediction of fracture. The second limitation is that the  
medical trials designed to prevent fragility fractures had 
been performed in individuals with low BMD and, thus, 
it seemed a non- sequitur to ask clinicians to base their 
decision to treat on an alternative yard stick.

The next (and now most widely adopted) of the frac-
ture prediction tools was FRAX, which was published 
in 2008 (reF.91). The FRAX tool was developed via sys-
tematic meta- analyses of primary data from 9 global, 
geographically spread cohort studies and then validated 
on data from a further 11 cohort studies. Key principles 
in the development of the FRAX tool were that any vari-
able included in the algorithm (and thus the clinical tool) 
should be intuitively linked to fracture, readily clinically 
available, at least partly independent of BMD and associ-
ated with a fracture risk that might be reversible through 
pharmacological treatment92.

The clinical parameters incorporated into the FRAX 
tool include age, sex, weight, height, previous fracture, 
parental hip fracture, current smoking status, gluco-
corticoid usage, the presence of rheumatoid arthritis, 
secondary causes of osteoporosis, alcohol consumption 
and BMD (though the last can be excluded in under- 
resourced settings, which preclude the use of DXA). 
These clinical parameters are used to provide a sepa-
rate 10-year probability of any osteoporotic fracture 
and hip fracture. The tool, which is available in over  
30 languages, has been made freely available via the 
FRAX website and is used for an estimated 225,000 cal-
culations per month93, although paper formats are avail-
able in under- resourced settings. Fracture incidence is 
known to differ across the globe11, and FRAX has the 
ability to adjust according to global region; in 2006, 80% 
of the global population was covered by the FRAX tool93.

The limitations of FRAX include the unquantified 
glucocorticoid exposure, which is recorded as a binary 
yes–no, and the omission of lumbar spine BMD, TBS, 
hip axis length and falls history. Methods to account 
for some of these considerations have now been docu-
mented or implemented through adjunctive algorithms 
or national guidelines93. For example, diabetes mellitus 
increases the risk of fracture but is not directly included 
in the FRAX tool. Different approaches have been used 
to circumvent the limitations of the tool including incor-
poration of TBS, ticking the rheumatoid arthritis but-
ton (on the FRAX website), increasing the age input by  
10 years and reducing femoral neck BMD T score by 
0.5 standard deviations (for example, a T score of −1.75 
became −2.25)94.

A further example of FRAX tool refinement is that 
of spine–hip discordance, which uses the difference 
between lumbar spine and femoral neck BMD T scores 
to improve fracture prediction by using the following 
rule: “increase or decrease the FRAX estimate for major 
osteoporotic fracture by one- tenth for each rounded 
BMD T score difference between lumbar spine and 
femoral neck”95.

QFracture. The QFracture tool was published in 2009 
(reF.96). This tool was derived using Cox proportional 
hazards models on the data of 2 million individuals 
aged between 30 and 85 years in the General Practitioner 
Research Database in the UK. The same data set was 
then used to validate the tool. Consequently, QFracture 
is primarily applicable to the UK population, and 
although it is only calibrated on hip fracture, the tool 
does provide estimated incidences of hip, forearm, spinal 

Box 2 | Biochemical markers of bone turnover

Bone turnover is characterized by bone formation and bone resorption. Biochemical 
bone turnover markers (BTms) have been discovered and developed to capture 
measurements of these two activities. International expert groups in the fields of 
clinical chemistry and osteoporosis have come to a consensus that the amino- terminal 
propeptide of type I procollagen (PINP) and the carboxy- terminal telopeptide of type I 
collagen (CTX- I) should be the markers for bone formation and bone resorption, 
respectively124.

CTX- I is a product of the breakdown of type I collagen and has a strong circadian 
rhythm, which necessitates early morning blood collection. PINP is formed from  
the post- translational cleavage of type 1 procollagen and has no circadian rhythm; 
however, owing to obvious practicalities, it is usually collected contemporaneously 
with CTX- I (unpublished observations; N.R.F., e.m.C., K.W., N.C.H., e.m.D. and C.C.).

Pre- analytical variability of BTms is an important consideration, with circadian 
variation, seasonal variation, physical activity and food intake being examples 
of modifiable	determinants124. The last of these is due to the intestinal induction of 
glucagon- like peptide 2, which stimulates a post- prandial decrease in CTX- I. less 
modifiable determinants include age, sex, hormone levels (including menopausal 
changes and endocrine disorders) and the effect of certain medications (for example, 
corticosteroids, anti- epileptics and heparin)124.

BTms appear to be predictive of fracture (independently of age, BmD and prior 
fracture) in particular demographic groups, including postmenopausal women and 
elderly women125–127. moreover, they are associated largely with major osteoporotic 
fractures and can be predictive over a relatively short follow- up period (<5 years) (as 
opposed to 10-year prediction probabilities by Fracture Risk Assessment Tool (FRAX)). 
The association with future fractures is probably due to the link between a high 
turnover state and lower BmD and poor quality bone microarchitecture128.

BTms can be employed to monitor the response to fracture- protective therapies 
and are often used in the context of bone- forming agents such as teriparatide27. 2019 
guidelines have also noted their potential utility in predicting fractures when BmD is 
unavailable47.

In conclusion, BTms appear to be a useful adjunct to traditional methods of 
identifying	those	at	risk	of	fracture	(in particular,	postmenopausal	women)	and	may	
have an additional role in monitoring response to treatments.
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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and shoulder fracture. As in the 2006 tool, BMD is not 
included, and QFracture is therefore subject to the same 
limitations. The number of risk factors was extended in 
2012, on the basis of National Institute for Health and 
Clinical Excellence guidance on the risk assessment for 
osteoporosis, to include history of previous fracture, 
presence of epilepsy (or anticonvulsant use), ethnicity 
and the presence of type 1 diabetes mellitus.

The current list of clinical parameters included in the 
QFracture tool includes age, sex, ethnicity, smoking sta-
tus, alcohol use, type 1 or type 2 diabetes mellitus, paren-
tal history of hip fracture and/or osteoporosis, nursing 
or care home residence, history of prior osteoporotic 
(wrist, spine, hip or shoulder) fracture, history of falls, 
dementia, cancer, obstructive airways disease (asthma or 
chronic obstructive pulmonary disease), cardiovascular 
disease, chronic liver disease; chronic kidney disease, 
Parkinson disease, rheumatoid arthritis or systemic 
lupus erythematosus, gastrointestinal malabsorption, 
epilepsy (or use of anticonvulsants), use of antidepres-
sants, use of corticosteroids, and BMI. The following 
additional factors are used for only women: oestro gen- 
only hormone replacement therapy and endocrine prob-
lems (including thyrotoxicosis, primary or secondary 
hyperparathyroidism and Cushing syndrome).

Garvan. The Garvan fracture prediction tool was devel-
oped on the basis of ~2,500 members of the Australian 
Dubbo Osteoporosis Epidemiology Study (DOES)97. 
This tool does not include rheumatoid arthritis, second-
ary osteoporosis, steroid use, smoking, alcohol, parental 
hip fracture or secondary osteoporosis in the parame-
ters that are entered into the risk calculation. However, 
the Garvan tool does provide a novel angle through the 
inclusion of the number of fractures since the age of 
50 years and the number of falls in the previous year. 

The tool previously provided a risk of fracture at a large 
number of sites (including distal femur, pelvis, patella, 
proximal and distal tibia and fibula, ribs and sternum, 
hands and feet) but has now focused down to a 5-year 
and 10-year percentage risk of hip fracture and any 
osteoporotic and/or fragility fracture97. The potential 
disadvantages of the Garvan risk score are that it is based 
on a single Australia cohort (which could limit its wider 
applicability) and it does not take the competing hazard 
of death into account.

Prediction tools worldwide. FRAX has been more 
widely adopted globally than QFracture or Garvan. In 
2016, FRAX had been incorporated into 120 guidelines 
worldwide, and it is widely incorporated into DXA 
software and primary care computer systems98. When 
incorporated into these recommendations, FRAX is 
either used with a fixed FRAX intervention threshold 
(with or without BMD) or as a gateway to an assessment 
that includes age- dependent intervention thresholds93.

The use of fixed thresholds for intervention is usu-
ally incorporated with a measure of BMD and a history 
of prior fragility fracture and is very simple to use in 
a clinical setting. However, the simplicity of the use of 
fixed thresholds for intervention masks the issue demon-
strated in Fig. 2, which depicts the FRAX percentage 
10-year risk of major osteoporotic fracture against age 
for men and women with a history of prior fragility 
fracture and individuals with a BMD T score of −2.5. 
Notably, the fixed threshold for BMD T score results in 
a minimal proportion of women aged between 80 and 
90 years being treated and in undertreatment of the 
whole population93.

The above observation is clearly unsatisfactory 
and counterintuitive to good clinical practice. For this 
reason, in the UK, the National Osteoporosis Group 
Guidelines employs a combination of age- dependent and 
fixed thresholds to guide further investigation (via DXA) 
and intervention99,100. To expand on this, the interven-
tion thresholds for the initiation of pharmaco logical 
therapy are, for women with a history of prior fragility 
fracture (with no requirement for further assessment), 
age- dependent thresholds until the age of 70 years and 
fixed thresholds thereafter.

The National Osteoporosis Foundation guidelines in 
the USA suggest that pharmacological therapy should 
be initiated in those with a prior history of hip or verte-
bral fracture and in individuals with a T score of –2.5 or 
less101. Additionally, postmenopausal women and men 
≥50 years with T scores in an osteopenic range (that is,  
–2.5 to –1.0) and a US- adapted FRAX score of ≥3% risk 
of hip fracture and ≥20% risk of major osteoporotic 
fracture should receive treatment. Here, the reference 
to a US- adapted FRAX score indicates that National 
Osteoporosis Foundation guidelines have been cali-
brated according to USA fracture rates and mortality. 
The American College of Rheumatology (ACR)102 and 
Scottish Intercollegiate Guidelines Network (SIGN) 
guidance use FRAX risk to direct BMD screening and 
intervention thresholds103. Notably, the SIGN guidelines 
use fracture clinical risk factors as an initial assessment, 
followed by BMD assessment; a BMD T score of –2.5 or 
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.
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Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
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system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 
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less is the gateway to treatment, which is an approach 
that could potentially widen the treatment gap103.

European guidance regarding thresholds for pharma-
cological intervention in postmenopausal women rec-
ommend the use of a FRAX- based approach to clinical 
decision- making and that women over the age of 65 years 
with a history of prior fragility fracture are considered 
for treatment without any further assessment47. Younger 
postmenopausal women should undergo an additional 
assessment of BMD. This recent guideline also recom-
mended that age- dependent thresholds are clinically 
appropriate and cost- effective in their identification of 
those requiring treatment47.

After FRAX was devised and validated, it was impor-
tant to examine whether the test had a discernible effect on 
fracture rates within the context of randomized controlled 
trials, which are described below.

The SCOOP trial
The WHO recommendations for screening (Box 3) for 
fragility fractures include the assessment of fracture risk 
into high- risk, medium- risk or low- risk groups; high- 
risk individuals are considered for treatment, low- risk 
individuals are not recommended for treatment, and 
medium- risk individuals are further assessed with a 
measurement of BMD104.

The Screening of Older Women for the Prevention of 
Fractures (SCOOP) trial was designed as a pragmatic, 
unblinded, randomized controlled trial of women aged 
70–85 years. It was based in seven centres in the UK 
including Birmingham, Bristol, Manchester, Norwich, 
Sheffield, Southampton and York, from which 12,483 
participants were recruited.

Aims and rationale. The aim of the study was to 
examine the effectiveness and cost- effectiveness of a 
community- based screening programme to decrease 
fragility fractures in older women and thereby address 
the aforementioned treatment gap in this population. 
The structure of the study is depicted in Fig. 3.

Previous trials of population screening for osteo-
porosis have been undertaken, including one based in 
a popu lation of postmenopausal women, which was 
started in the 1990s and reported in 2010 (reF.105) and 
reported that screening marginally increased the usage 

Box 3 | Osteoporosis as a case study of the Wilson–Jungner criteria

In order to contextualize the developments in osteoporosis and fragility fracture, it is 
interesting to review the condition as a case study in light of the Wilson–Jungner criteria 
for the validity of screening129. The criteria address the condition itself, the test for that 
condition, subsequent treatment and feasibility of screening. osteoporosis amply 
satisfies the considerations with regard to the condition, being common, well- defined 
and with its epidemiology, natural history and costs thoroughly characterized1,13.

osteoporosis is readily detected through the use of a validated, reliable and widely 
available technique, dual- energy X- ray absorptiometry, satisfying the second criterion. 
There is a wide range of effective treatments for osteoporosis, which have been shown 
to reduce fracture risk, and given the inevitable decline in BmD with age, earlier 
intervention before fractures have occurred, is fully justified. Historically, the field has 
focused on an opportunistic case- find approach to ascertainment of disease, but with 
the results of the Screening of older Women for the Prevention of Fractures (SCooP) 
trial, the last point considered by Wilson and Jungner (the use of a population- screening 
approach) is now supported.

Letter of invitation

Agree to take part

Baseline information collected
(including FRAX questionnaire)

Randomization

Control arm Screening
arm (FRAX)

Intermediate 
or high risk

Low risk

DXA (FRAX with BMD)

High risk Low risk

Fig. 3 | Participant flow for the SCOOP study. The 
inclusion criteria for the Screening of Older Women for 
the Prevention of Fractures (SCOOP) trial were female 
sex, age 70–85 years and the ability to provide informed 
consent. The exclusion criteria were individuals on 
osteoporosis treatment, individuals with substantial 
comorbidity and other factors (for example, recent 
bereavement). After completing a Fracture Risk 
Assessment Tool (FRAX) questionnaire, participants 
underwent block randomization stratified by age  
(70–74, 75–79 and 80–85 years) and general practice. 
Owing to the pragmatic study nature, double- blinding 
was not feasible; however, research staff acquiring 
hospital fracture data were blinded to the participant 
study arm. A total of 12,483 participants were 
randomized to either the control arm or the screening 
arm, constituting 59,401 person- years of observation. 
The control arm comprised individuals receiving  
usual care (provided in primary care); individuals in  
the screening arm had their 10-year probability of 
fracture calculated using FRAX. Those at moderate to 
high risk underwent dual- energy X- ray absorptiometry 
(DXA) to calculate BMD. Treatment decisions were 
made in primary care on the basis of the above findings. 
In SCOOP, the primary outcome measure was the 
proportion of individuals sustaining fragility fractures 
(that is, not excluding fractures of the skull, hand,  
foot and nose) in each group. Secondary outcomes 
included the proportions of all fractures, hip fracture 
rate, cost- effectiveness, mortality and EQ-5D (a health- 
care quality assessment tool) in each group and a 
qualitative evaluation of participant acceptability. 
Effectiveness data analysis was performed using  
Cox’s proportional hazards models. Linear models  
were used for quality of life analyses, and all relevant 
analyses were performed on an intention to treat basis. 
Economic analyses were obtained from a tax payer’s 
perspective according to the costs to the National 
Health Service (NHS). A qualitative exploration of 
acceptability and adherence was performed. Data in 
Fig. 3 were first presented in reF.130.

www.nature.com/nrendo

R e v i e w s

542 | SePTemBeR 2019 | volume 15 



9

the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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of osteoporosis treatments and reduced fracture inci-
dence. In addition, a more recent randomized controlled 
trial of primary care- based screening was reported in 
2012 (reF.106), which found that screening for osteoporo-
sis increased prescription of osteoporosis medication at 
6 months (OR 2.24, 95% CI 1.16–4.33). The primary dif-
ference between these studies and SCOOP is that, with 
SCOOP, the primary outcome was fracture incidence 
and not treatment uptake.

Results. The study population comprised women 
aged between 70 and 85 years, who were assigned to 
either a screening arm (those found to have moderate 
or high risk of fracture by FRAX underwent further 
assessment of BMD) or a control arm (receiving usual 
care, provided in a primary care setting; Fig. 3). The key 
effectiveness findings of the SCOOP study were pub-
lished in 2018 (reF.107), although there were no signif-
icant differences in the primary outcome measure of 
all osteoporosis- related fractures between the screen-
ing arm and control arm (HR 0.94, 95% CI 0.85–1.03; 
P = 0.178) or the rate of all clinical fractures (HR 0.94, 
95% CI 0.86–1.03; P = 0.83), as shown in TABle  1. 
However, in a pre- specified analysis, the rate of hip frac-
ture was statistically significantly lower in the screening 
arm (HR 0.72, 95% CI 0.59–0.89; P = 0.002).

In terms of numbers needed to treat, the absolute size 
in hip fracture rate reduction was 0.9%, which means 
that 111 women aged 70–85 years would need to be 
screened in order to avert a single hip fracture. Notably, 
the reduced risks that were observed in SCOOP were 
strongly affected by the efficacy of the currently avail-
able treatments, and as the efficacy of treatments rise, 
the risk of fracture will probably reduce. Osteoporosis 
medication use was higher in the screening group than 
in controls at the end of year 1 (15% versus 4%), with 
medication use being particularly high in the high- 
risk group at the 6-month time point (78%). There 
was no difference in mortality, anxiety or quality of life 
outcomes between the two groups.

Of the 6,233 participants randomized to the screen-
ing arm, 3,049 (49%) reached criteria for subsequent 
DXA assessment of BMD and 898 (14%) received 
treatment with osteoporosis medication by 6 months.  
At 1 year, 953 (15%) of individuals in the screening 
arm had received at least one treatment with osteo-
porosis medication, and this proportion remained rel-
atively stable, between 13% and 15%, over the course of 
the 4 years of follow- up. In the control arm, 264 (4%) 
received an osteoporosis medication by 1 year, but this 
number steadily rose to 633 (10%) at 4 years. In terms of 
the fractures, across both arms, there were 1,975 fragil-
ity fractures, which affected 1,657 participants (13% of 
those randomized). The most common sites were distal 
forearm and hip. The qualitative work performed as part 
of the SCOOP study demonstrated that the screening 
was acceptable to women108.

Trial limitations. The limitations of the SCOOP study 
include the fact that, of the eligible population, only one- 
third of individuals participated and that there appeared 
to be selection bias towards healthy individuals, with 
mortality lower than expected (9% observed versus 19% 
expected), and higher educational and socio- economic 
status. Relatively few participants were at high risk of 
fractures (14% observed versus 20–40% expected); how-
ever, the rates of fracture were higher than predicted. 
It is also possible that general practitioners may have 
been more likely to treat individuals in the control arm 
owing to the contamination of their involvement in an 
osteoporosis- related study.

Whether this model of population screening is eligi-
ble for national roll- out depends not only on efficacy but 
also on cost- effectiveness and the feasibility within the 
constraints of the public purse.

Cost- effectiveness analysis. Since the advent of the 
SCOOP study, there have been two helpful systematic 
reviews of cost- effectiveness in the field of fragility 
fractures. The first found that health economic models 

Table 1 | Efficacy outcomes for the SCOOP study

Outcome Control arm (n = 6,250) Screening arm (n = 6,233) HR (95% CI) P value

Osteoporosis- related fractures

No fracture 5,398 (86.4%) 5,428 (87.1%) NA NA

Fracture 852 (13.6%) 805 (12.9%) 0.94 (0.85–1.03) 0.178

Hip fractures

No fracture 6,032 (96.5%) 6,069 (97.4%) NA NA

Fracture 218 (3.5%) 164 (2.6%) 0.72 (0.59–0.89) 0.002

All clinical fractures

No fracture 5,248 (84.0%) 5,282 (84.7%) NA NA

Fracture 1,002 (16.0%) 951 (15.3%) 0.94 (0.86–1.03) 0.183

Mortality

Survived 5,725 (91.6%) 5,683 (91.2%) NA NA

Died 525 (8.4%) 550 (8.8%) 1.05 (0.93–1.19) 0.436

Data in TABle 1 were first published in reF.130. NA , not applicable; SCOOP, Screening of Older Women for Prevention of Fracture.
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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of cardiovascular, metabolic, cognitive and immune 
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cessful therapeutic agents; however, this diversity is a 
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result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
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They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
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the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.
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pituitary corticotrophs to release adrenocorticotropic 
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circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
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Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 
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have recently evolved in terms of their complexity and 
emphasis109, whereas the second purports to the cost- 
effectiveness of drug therapy for osteoporosis in post-
menopausal women110. The latter review found that 
osteoporosis medications were cost- effective in women 
aged 60 years and over, particularly if additional risk  
factors for fracture were present110.

Given that the SCOOP study was performed in the 
UK, the subsequent health economic analyses were 
performed according to this geography. A three- level  
EQ- SD (an instrument used to assess health- related 
quality of life) assessment provides a measure of quality- 
adjusted life- years (QALYs)111. The costs of DXA scans, 
clinical review, primary care consultations and written 
notifications in SCOOP were calculated locally through 
dialogue with the general practitioners involved. 
Inpatient, outpatient and emergency department data 

sets were run though a Healthcare Resource Group 
4 + reference costs grouper112.

The key heath economic finding from the SCOOP 
study was that the screening model trialled was cost- 
effective. There was an increase of 0.0237 QALYs for 
participants in the active arm of the trial, with an £2,772 
incremental cost per QALY in the screening arm ver-
sus the control arm113. The screening intervention also 
reduced fractures; the cost per osteoporosis- related frac-
ture prevented was £4,478, and the cost per hip fracture 
prevented via the screening programme was £7,694. The 
cost- effectiveness acceptability curves suggested that 
there was a 93% probability of the screening intervention 
being cost- effective, at a value of >£20,000 per QALY, 
concluding that the screening programme was a highly 
cost- effective strategy113 (Fig. 4).

A post hoc analysis focusing on those who are at 
high risk of fracture was published in 2018 (reF.114), 
which aimed to examine possible interactions between 
screening efficacy and baseline FRAX 10-year risk 
of fracture and fracture outcomes. Interactions were 
observed between history of prior fracture, parental 
fracture history, smoking and the efficacy of screen-
ing114. Importantly, in individuals at highest risk of 
fracture, the estimated reduction in hip fracture risk 
was >50%114 (Fig. 5). Despite the limitation that not all 
participants included in the SCOOP trial had BMD 
measurements at baseline or during follow- up, the con-
clusion of the post hoc analysis was that those women 
who are at high risk of hip fracture on the basis of FRAX 
probability are responsive to appropriate osteoporosis 
management114. The greater reduction in hip fracture 
risk in those who had higher baseline risk strongly sug-
gests that treatment rather than other factors explained 
the observed effect.

The effect of screening was greatest in those with 
the risk factors of prior history of fracture and parental 
history of fracture114. Of note, prior history of fracture 
and parental history of fracture respresent the most rel-
evant clinical risk factors. These factors might have had 
some bearing on persistence and uptake of medications 
by study participants. The presence of these two factors 
might also have driven increased treatment rates in the 
screening arm.

In summary, if the SCOOP screening strategy is 
adopted in the UK for 70–85-year- old women (assum-
ing the size of this population is similar to that estimated 
in 2016 (3.7 million)), it could prevent 8,000 hip frac-
tures each year, would be cost- effective in doing so and 
would result in considerably better treatment adherence 
at 5 years of follow- up.

Conclusions
The past 20 years has seen a concerted shift from the 
definition of osteoporosis based on BMD to the effective 
identification (and therefore treatment) of individuals 
at risk of fracture. Fracture prediction algorithms such 
as FRAX and imaging modalities such as DXA present 
usable and highly effective tools to identify individuals 
at risk. Moreover, developments in research scanning 
have enhanced our scientific understanding of bone 
microarchitecture. As recent trial evidence clearly shows, 
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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primary prevention of osteoporotic fragility fractures is 
not only effective but also cost- effective107,113,114. Despite 
this, there is still a concerning majority of at- risk indi-
viduals who are missed through a lack of assessment, 
and there must therefore be a concerted effort to address 

this issue if we are to close the ever- widening treatment 
gap. In the future, novel methods of fragility assessment 
(BoxeS 1,2) might go some way to address this need.
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women who were followed-up for 1–2 years 
have been published; however, both studies 
failed to show any effect of vitamin D alone 
(at a dose of 800 IU daily) on the number of 
fallers or physical performance25,26.

Potential issues that could affect the 
results are baseline and final serum levels 
of 25-hydroxyvitamin D. Data available 
from the studies included in the meta-
analysis2,3 showed that baseline serum 
levels of 25-hydroxyvitamin D varied from 
9 to 29 ng/ml (22–72 nmol/l), with final 
values from 18 to 45 ng/ml (45–112 nmol/l). 
In 21 of 22 studies, final serum levels 
of 25-hydroxyvitamin D exceeded 
20 ng/ ml (50 nmol/l), with eight of these 
studies exceeded 30 ng/ml (75 nmol/l). 
Unfortunately, many different assay methods 
have been performed over the past 25 years, 
which makes inter-study comparisons 
difficult. However, it is possible that 
treatment with vitamin D did not increase 
serum levels of 25-hydroxyvitamin D to 
a therapeutic level needed to reduce falls. 
Currently, no threshold effect has been 
demonstrated.

Dose and incidence of fallers. Among the 
latest studies, a surprising finding was that 
some bolus doses result in an increase in 
the number of fallers. The first indication 
of an issue with bolus doses came from a 
large study conducted in Australia4. This 
single-centre, double-blind randomized 
study compared a single oral dose of 
vitamin D3 (500,000 IU) with placebo 
given once a year for up to 3 years. 2,317 
independent-living women aged >70 years 
(mean age 76 years) were recruited. Falls 
and fractures were the primary outcomes 
and data was collected with daily postcard 
calendars for almost 3 years. Median 
calcium intake during the study was 
976 mg per day. Averaged over 3 years, the 
group given vitamin D had more fallers: 
74% compared with 68.4% on placebo 
(P <0.003)4. The incidence rate of falls with 
vitamin D was 84.4 compared with 72.7 
with placebo per 100 patient-years (RR 1.15, 
95% CI 1.02–1.30, P 0.03). Strikingly, a 
temporal pattern of falls was evident, with 
the risk of falls increasing by 31% in the 
first 3 months following dosing (RR 1.31, 
95% CI 1.12–1.54)4. This same pattern was 
repeated in the second and third years. The 
number of fractures was also higher in the 
vitamin D-treated group than in the placebo 
group; the fracture rate for those receiving 
vitamin D was 4.9 compared with 3.9 per 
100 patient-years for the placebo group 
(RR 1.26, 95% CI 1.00–1.59; P <0.047). 

given monthly bolus doses of vitamin D: 
24,000 IU, 60,000 IU or 24,000 IU plus 
300 μg of 25-hydroxyvitamin D; no 
placebo group was included in the study. 
Faller rates were 48% in the 24,000 IU 
group, 66.9% in the 60,000 IU group 
and 66.1% in the 24,000 IU + 300 μg 
25-hydroxyvitamin D group5. Baseline 
serum levels of 25-hydroxyvitamin D were 
18.4–20.9 ng/ml (46–52 nmol/l). Serum 
levels of 25-hydroxyvitamin D in the highest 
quartile for all participants ranged from 44.7 
to 98.9 ng/ml (112–247 nmol/l), with the 
probability of being a faller 5.52 times higher 
in the highest quartile (95% CI 2.1–14.5) 
than in the lowest quartile (serum levels 
of 25-hydroxyvitamin D 21–30 ng/ml 
(52–75 nmol/l))5.

My research group recently analysed 
data on fallers from our oral daily-dose 
study, which was a 1-year, double blind, 
placebo-controlled trial28. Participants 
were women living independently, with an 
average age of 67 years. The incidence of 
fallers was a secondary outcome. Faller rates 
were higher in the placebo group, low-dose 
groups (400 and 800 IU of vitamin D) 
and high-dose groups (4,000 and 4800 IU 
vitamin D) than in the medium dose groups 
(1600, 2400 and 3200 IU vitamin D). The 
faller rate was 68.6% in the combined 
4,000 IU and 4,800 IU groups compared 
with 27.3% in the combined 1,600 IU and 
3,200 IU groups28. Remarkably, on subgroup 
analysis, 100% of women with a history of 
falls in the previous 12 months were fallers 
on the high doses of 4,000 and 4800 IU. 
The serum level of 25-hydroxyvitamin D 
associated with the increased faller rate 
was in the upper quartiles (38–66 ng/ml 
(90–165 nmol/l)). These results are similar to 
those described earlier using monthly bolus 
doses4. However, one distinct difference is 
that in our study, the faller rate was lowest in 
the group receiving a daily dose of 2,000 IU 
of vitamin D28, whereas in the study using a 
monthly bolus dose of 60,000 IU (equivalent 
to 2,000 IU daily), the faller rate was higher5. 
Bolus dosing, thus, might be more harmful 
than daily dosing.

Lessons from studies conducted so far. 
Three messages arise from these studies. 
Firstly, the FDA would not have approved 
any of these 29 trials3 as none meet the 
criteria for evaluation of efficacy of a new 
drug. None of the trials defined a minimal 
effective dose nor an adverse dose, and 
many had no placebo group. Secondly, 
pragmatic trials that used bolus dosing 
regimens assumed efficacy without any 

The number of fallers with a fracture was 
significantly higher in the vitamin D-treated 
group than in the placebo group4.

To understand why the number of falls 
was higher in the vitamin D-treated group 
than in the control group, 137 women had 
their serum levels of 25-hydroxyvitamin D 
measured. The baseline serum level of 
25-hydroxyvitamin D was 19.6 ng/ml 
(49 nmol/l), which increased to a median level 
of 48 ng/ml (120 nmol/l) after one month 
and 45 ng/ml (112 nmol/l) after 3 months4. 
Just before the next annual dose, the median 
serum level of 25-hydroxyvitamin D 
decreased to 22–30 ng/ml (50–75 nmol/l)4. 
Serum levels of 25-hydroxyvitamin D, thus, 
remained above 45 ng/ml (112 nmol/l) 
during the time there were increased falls 
and fractures, which suggests that 45 ng/ ml 
(112 nmol/l) is an adverse serum level of 
25-hydroxyvitamin D.

Another 3-year, double-blind randomized 
study of independent-living elderly men 
and women in the UK compared an 
annual injection of vitamin D2 (at a dose of 
300,000 IU) with placebo27. No difference 
in the number of fallers was found between 
the groups but hip fractures were 80% 
higher in women in the vitamin D-treated 
group than in the placebo group (HR 1.80, 
95% CI 1.12–2.90; P <0.02) and Colles 
fractures were similarly 34% higher (HR 1.34, 
95% CI 0.91–1.98; P not significant). As 
almost all hip and Colles fractures are due to 
falls, fall-induced hip fractures were probably 
underdiagnosed, as information was only 
collected every 12 months for falls and every 
6 months for fractures. In men, no difference 
in the incidence of fractures was found 
between groups. If fractures can be regarded 
as a surrogate for falls, then injection of 
vitamin D annually (at a dose of 300,000 IU) 
for 3 years is associated with an increase in 
the number of fallers and fractures.

In the most recent study reported to 
date (published in 2016), 200 men and 
women in a double-blind study were 
randomly assigned to three vitamin D 
intervention groups5. All participants 
were independent living and had an 
average age of 78 years. Participants were 

The increase in the tolerable 
upper limit (TUL) for vitamin D 
from 2,000 IU to 4,000 IU 
daily in 2011 might now need 
to be reconsidered for the 
elderly population
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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the emergency department16. The type of 
injuries incurred included fractures in 35%, 
contusions in 31%, sprains in 15%, open 
wounds in 12% and dislocation in 4%; 10,300 
falls led to death16. In 2000 in the USA, the 
cost of treating non-fatal fall-related injuries 
exceeded US$19 billion16; today, that figure 
is certainly much higher. The most common 
serious fracture after a fall is a hip fracture 
and falls are the cause in 95% of cases17. In 
a longitudinal study over 4 years in the UK, 
recurrent but not single fallers were at twice 
the risk of death whereas single and recurrent 
fallers were both groups at risk of admission 
to long-term care18. Other data support an 
increase in mortality from falls. The Global 
Burden report of the WHO showed ~500,000 
deaths annually from falls; between 1990 
and 2010, deaths increased by ~50 percent19. 
Evidence for an increase in the incidence of 
fall-related injuries related to age exists; since 
1970, the incidence of fall-related injuries 
admitted to hospital in Finland increased by 
300% for those aged 80–95 years20.

In view of the accumulating data 
available on falls, it is now time to rethink 
our approach to falls and increasingly use 
diagnostic ICD codes for idiopathic falls 
that do not result in traumatic injuries or 
admissions to the emergency department, 
especially as trauma-related falls are 
already coded.

Idiopathic. In an analysis of comprehensive 
multifactorial assessment that included 
individualized care, muscle strengthening, 
balance training, Tai Chi, removal of home 
hazards, visual correction and withdrawal 
of psychotropic drugs, the risk of falling 
was significantly reduced, (RR 0.75, 
95% CI 0.58–0.99), whereas management 
of single interventions such as visual 
acuity check, hip protectors, medication 
withdrawal and nutritional supplements 
(including vitamin D treatment) was not 
associated with a reduction in falls (RR 1.04, 
95% CI 0.80–1.10)21. Exercise and physical 
therapy reduced the number of falls by 
16% in 10 high-risk patient groups but had 
no effect in five low-risk groups21. As the 
comprehensive assessment programs are both 
labour intensive and difficult to maintain over 
the long term, the use of a medical treatment 
would be valuable for clinicians.

In assessing the effect of an intervention 
on falls, distinguishing between the terms 
‘fallers’ and ‘falls’ is important. Fallers — 
an individual that falls one or more times 
during follow-up — is the better endpoint. 
The problem with using falls as an efficacy 
endpoint is that individuals can have multiple 

Intervention studies. Vitamin D trials for 
fallers and falls are anything but uniform 
in design (reviewed in detail in three meta-
analyses1–3). Variability exists in the dose 
of vitamin D, the use of vitamin D2 or 
vitamin D3, the method of administration, 
the length of study (6 weeks to 5 years) 
and the median age of participants 
(57–87 years). Four trials have been 
conducted in individuals in their sixties, 
14 trials in those in their seventies and 10 
trials in those in their eighties. The type of 
patients included in these trials varied from 
those post-hip fracture to those post-stroke; 
seven studies were conducted in patients in 
residential care, the rest being independent 
living studies. Most trials included both 
men and women. Some trials used either 
vitamin D or vitamin D plus calcium 
compared with placebo or calcium alone. Of 
the 24 oral daily-dose studies of vitamin D 
with or without calcium, the doses ranged 
from 400 IU to 1,000 IU daily; only four of 
these individual trials reported a statistically 
significant effect of vitamin D plus calcium 
(at doses of 700, 800, 800 and 1000 IU) 
on reducing the incidence of fallers. A 
number of studies using bolus doses of 
oral vitamin D (vitamin D3: 100,000 or 
150,000 IU every 3 months, 500,000 IU once 
a year, and vitamin D2: 100,000 IU every 
3 months) have been conducted. A bolus 
injection of vitamin D2 was given in three 
studies (300,000, 500,000 and 600,000 IU 
annually, and 50,000 IU every 2 weeks); 
however, in none of these bolus studies was 
a statistically significant reduction seen in 
the number of fallers1–3.

Meta-analyses of intervention studies 
of vitamin D on falls have shown different 
results. One analysis of 26 trials showed a 
significant decrease in the number fallers by 
14%1. In another meta-analysis of 20 trials, 
a nonsignificant decrease of 5% was seen2. 
The same investigators tried to reconcile the 
different results of the two meta-analyses 
by including 24 trials in a further paper3. 
This last analysis found no significant effect 
of vitamin D alone on falls incidence in 
12 trials (RR 0.97, 95% CI 0.83–1.14), no 
effect of vitamin D plus calcium compared 
with controls in eight trials (RR 0.92, 
95% CI 0.82–1.04) but a significant effect 
of vitamin D plus calcium compared 
with calcium alone in six trials (RR 0.72, 
95% CI 0.59–0.87)1. Explaining these 
discrepancies is difficult and only a larger 
controlled trial can provide a definitive 
answer. Since the last meta-analysis in 
2014, the results of two well-conducted 
placebo-controlled studies involving 609 

falls, which can skew results in studies with 
small numbers of patients. In long-term 
studies with follow-up ≥3 years, ‘rates of 
falls per person/100 patient-years’ is used to 
standardize events to time, as participants 
drop out at different time intervals.

Vitamin D
Association with falls. In the past 10 years, 
the role of vitamin D nutritional status 
in contributing to falls has gained interest, 
as association studies have related the 
incidence of falls to reduced serum levels 
of 25-hydroxyvitamin D. In an Australian 
interventional study using vitamin D, serum 
levels of 25-hydroxyvitamin D <20 ng/ ml 
(50 nmol/l) remained independently 
associated with the time to first fall after 
adjusting for known covariates such as 
weight, cognition, drug use (including 
psychotropic drugs) and a previous 
fracture (HR 0.74, 95% CI 0.59–0.94)9. 
In a prospective longitudinal study 
in the Netherlands, serum levels of 
25-hydroxyvitamin D <10 ng/ml 
(25 nmol/l) were independently associated 
with an increased risk of falling after 
adjustment for age, sex, education, 
geographical region, season, level of 
physical activity, smoking and alcohol 
intake (OR 1.78; 95% CI 1.06–2.99)22. 
However, other studies such as the 
Study of Osteoporotic Fractures23, which 
followed-up 9,526 elderly women (mean 
age 71 years), found an increase in the 
number of falls during the first 4 years, 
which was associated with increasing 
serum levels of 25-hydroxyvitamin D 
(median 25 ng/ml, interquartile range 
21–28; incidence rate ratio (IRR) 1.46, 
95% CI 0.95–2.15), but a decrease in the 
number of falls with increasing serum 
levels of 1,25-dihydroxyvitamin D 
(IRR 0.70, 95% CI 0.47–1.05, P = 0.039 
in trend test). In another study from 
Australia, no association between the 
number of falls and serum levels of 
25-hydroxyvitamin D (median 14 ng/ ml 
(35 nmol/l)) was found, although an 
association between the number of 
falls and serum levels of parathyroid 
hormone >66 pg/ml was evident (OR 1.43, 
95% CI 1.12–1.82)24.

Falls and fractures should … 
be recognized as a new adverse 
event related to higher doses 
of vitamin D 
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biological rhythms are in synchrony. However, with our 
increasingly chaotic lifestyles this orderly physiological 
regulation is steadily being disrupted, which can result 
in chronodisruption4,10. This desynchronization between 
cellular oscillators in the SCN and peripheral tissues 
can manifest as negative health outcomes in the form 
of cardiovascular, metabolic, cognitive and immune 
dysfunction4,10–14.

HPA axis and circadian rhythmicity
The HPA axis is critical for life and is a major part of 
our homeostatic regulatory system15. The output of this 
system is the endogenous glucocorticoid corticosterone 
(in rodents) or cortisol (in humans), which are collec
tively referred to as CORT. Glucocorticoids have diverse 
and far reaching effects, which is why they are such suc
cessful therapeutic agents; however, this diversity is a 
double edged sword and excess levels of glucocorticoids 
result in a myriad of unwanted adverse effects, including 
diabetes mellitus, hypertension, immune dysregulation 
and osteoporosis16. Glucocorticoids exhibit powerful 
anti inflammatory functions both at a whole cell and 
at a transcriptional level. They can induce apoptosis of 
T lymphocytes, neutrophils, basophils and eosinophils17. 
They also regulate multiple proinflammatory genes 
encoding cytokines, chemokines and inflammatory 
enzymes associated with repression of AP1 and nuclear 
factor κB (NF κB) transcription18. Glucocorticoids also 
inhibit antigen presentation19,20, major histocompatibil
ity complex class II expression21 and antibodies22, and 
favour T helper 1 versus T helper 2 responses20. They 
influence cytotoxic effects via cell death and oxidative 
stress23, have a role in metabolic regulation through glu
cose utilization and ATP production24 and interact with 
the major neurotransmitters and many secondary neuro
peptidergic systems. As such, glucocorticoids modulate 
emotion and cognition, with key examples being learn
ing ability, performance, emotional perception and 
mood25,26. These interactions also exemplify how gluco
corticoid therapy can result in multiple effects, including 
unwanted adverse effects such as depression27–30.

CORT is a homeostatic anticipatory hormone that 
is secreted by the adrenal glands. Consequently, under 
basal conditions it is released with a characteristic cir
cadian pattern of secretion with high levels just before 
waking (start of the active cycle), followed by a steady 
decline down to trough (or nadir) levels during the sleep
ing or inactive phase, hence anticipating the needs of the 
body (Fig. 2a). The daily rhythm of CORT is regulated 
through indirect projections from the SCN to the para
ventricular nucleus (PVN) of the hypothalamus, which 

inhibit corticotropin releasing hormone (CRH) and 
arginine vasopressin (AVP) release during the inactive 
phase of the cycle31,32. Furthermore, to produce appro
priate reactivity to physiological, cognitive and emo
tional stressors, the brain stem and limbic system also 
modulate HPA activity via projections to the PVN33,34.

Axonal terminals in the median eminence release 
CRH and AVP into the hypophyseal portal system where 
they are transported to the pituitary and stimulate 
pituitary corticotrophs to release adrenocorticotropic 
hormone (ACTH). ACTH is released into the systemic 
circulation and once at the adrenal cortex stimulates 
the production of CORT. CORT undergoes de novo 
synthesis and release back into the systemic circulation, 
enabling it to travel to its target tissues and produce its 
characteristic metabolic, cardiovascular, immunological 
and cognitive effects33. CORT also acts via an autoregu
latory negative feedback loop and inhibits HPA activity 
via effects at the level of the pituitary, hypothalamic PVN 
and hippocampus35.

Further levels of circadian control exist, including 
splanchnic nerve innervation of the adrenal glands36. 
The adrenal glands receive autonomic (sympathetic) 
innervation via neuronal projections of the autonomic 
portion of the PVN36,37, which alters adrenal cortical 
sensitivity to ACTH with a reduction in responsive
ness during the circadian nadir. CORT synthesis and 
adrenal clock gene functioning is also influenced by a 
light sensitive mechanism that occurs across the 24h 
period, with a shift in irradiance threshold according to 
the time of day. Thus, in mice housed in complete dark
ness, although high intensity light activated cortico
sterone at all times of day, lower intensity light had no 
effect during the subjective day. The adrenal response 
therefore is dependent on both irradiance and circadian  
phase38,39. The adrenal gland itself also has an autono
mous clock that regulates ACTH sensitivity and steroido
genesis, allowing it to fine tune its own homeostatic 
control40,41. Finally, peripheral CLOCK mediated acetyl
ation of the glucocorticoid receptor can decrease tissue 
sensitivity to glucocorticoids in a circadian manner42.

These circadian fluctuations in activation of gluco
corticoid receptors also have important interactions 
with multiple other crucial homeostatic processes, 
including the transcriptional activity of other genes that 
respond to glucocorticoids and their corresponding 
physiological outputs, such as physical activity and body 
temperature5,43. For example, in the rat, glucocorticoid 
responsive tryptophan hydroxylase 2, a gene impli
cated in physical activity, temperature and emotional 
response, has a circadian rhythmicity that is abolished 
by exogenous steroids44.

Stress response
Acute stress. The acute response to stress is a dyna mic 
process that changes over time, starting with stereotypic  
behaviours and then changing to goal-directed behaviours 
specific to the stressor, followed by activation of the 
SAM within seconds and finally recruitment of the HPA 
axis, with peak levels of cortisol occurring between  
15 and 20 min after stress onset45. These early responses 
provide increased energy resources and initiate longer 

Key points

•	The hypothalamic–pituitary–adrenal (HPA) axis is a key system that synchronizes the 
stress response with circadian regulatory processes.

•	Regulation of the HPA axis is very dynamic with both ultradian and circadian 
oscillations.

•	Short- term and longer- term stress result in different regulatory mechanisms involving 
hypothalamic, pituitary and adrenal activity, as well as cortisol metabolism.

•	Chronic elevation and nonphysiological patterns of cortisol result in poor cognitive, 
metabolic and immune function.

Indirect projections
Neural pathways involving  
at least one relay.

Hypophyseal portal system
The microcirculation that 
allows transport of 
hypothalamic hormones  
to the pituitary gland.

Irradiance threshold
The threshold power of (solar) 
electromagnetic radiation 
needed to exert an effect.

Stereotypic behaviours
Repetitive body movements 
that serve no biological 
function.

Goal- directed behaviours
Behaviours engaged for a 
specific functional purpose.
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term and slower genomic effects that restrain inflam
matory and other potentially dangerous responses46. The 
response to the acute stress of cardiac surgery can be 
seen in Fig. 2b (ReF.47). This response is very interesting 
for several reasons. First, despite the greatly increased 
levels of cortisol, the pattern of cortisol secretion 
remains pulsatile. Second, despite initial high levels of 
ACTH, these rapidly fall to basal levels while the cor
tisol level remains raised. Despite this fall in ACTH 
levels, small changes in these basal levels of ACTH ini
tiate large pulses of cortisol release, indicating a rapidly 
induced increased sensitivity of the adrenal cortex to  
ACTH. This effect has now been investigated in reverse 
translation studies in rats and complemented with mathe
matical modelling, which has enabled the importance  
of the dynamic adrenal steroidogenic regulatory network 
to be characterized48.

Chronic stress. In response to chronic stress, a dynamic 
change in the ratio of AVP to CRH in the hypothalamic 
PVN occurs49 as well as an associated decreased sen
sitivity to the glucocorticoid feedback50. Obstructive 
sleep apnoea is a good example of chronic stress (Fig. 2c).  
In sleep apnoea, there is a marked increase in the amount 
of cortisol released during each secretory pulse, which 
normalizes after continuous positive airway pressure 
treatment51. In critical illness, the situation is somewhat 
different with the increased levels of cortisol produced 
by long term stress being present for the first few days 
secondary to increased adrenal sensitivity to ACTH and 
increased cortisol synthesis47. During long term critical 
illness, a further change in HPA axis regulation occurs 
with reduced cortisol metabolism becoming an increas
ingly important factor in maintaining raised levels of 
plasma cortisol52,53.

Glucocorticoid signalling. Glucocorticoid receptors 
(GRs) and mineralocorticoid receptors (MRs) are the 
cognate intracellular nuclear receptors for CORT54. 
The affinity of CORT for MR is approximately fivefold to 
tenfold higher than that for GR55. Binding of CORT to its 
receptors leads to either transactivation or repression of 
genomic transcription as well as more rapid nongenomic 
effects56,57. Nongenomic signalling is mediated via clas
sic58 or membrane bound variants of the receptors59,60. 
The membrane bound variants have lower glucocor
ticoid affinity than their classic nuclear counterparts61. 
Nuclear MR are generally constantly occupied during 
the day and only become unoccupied at the very low 
levels of CORT found at night in humans or during the 
day in rodents. As CORT levels rise to a critical threshold 
(as seen during the circadian peak or following acute or 
chronic stress), nuclear GR and membrane associated 
MR and GR occupation occurs54. It is important to note 
that the one exception to this effect is the hypothalamic 
SCN, which does not appear to be regulated by circu
lating CORT62. As such, the SCN is the one place where 
endogenous CORT cannot shift clock function. Whether 
this feature is due to a lack of corticosteroid receptors or 
altered chromatin structure is unclear.

A further level of regulatory control is the tissue 
specificity of GR and MR distribution. GR are present 
throughout the brain and peripheral tissues while MR 
have more limited localization, predominately being 
found in cardiovascular tissue, liver and kidneys, as well 
as corticolimbic regions of the brain54. Although GR are 
present throughout the brain, only the hippocampus, 
basal ganglia, lateral septum and medial amygdala neu
rons present a high MR:GR ratio63. As these areas do not 
express 11β hydroxysteroid dehydrogenase (11β HSD) 
type 2 (discussed in detail in a subsequent paragraph), 
MR are persistently occupied even during the circa
dian nadir and it is GR and the fast acting nongenomic 
response of the lower affinity membrane bound MR 
that respond when CORT levels rise in response to a 
stressor28. This response helps to prepare an individual 
to respond to a stressor through enhancing synaptic 
plasticity at a cellular level, which leads to a behavioural 
change in the form of altered decision making, atten
tional bias and risk assessment64. Although other brain 
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Fig. 1 | Coordination of central and peripheral clocks by glucocorticoids. The 
supra chiasmatic nucleus central clock receives light–dark signals that, in turn, influence 
hypothalamic–pituitary–adrenal and sympatho–adrenomedullary activity leading to 
circadian CORT production. CORT activates glucocorticoid receptors in peripheral tissues, 
which synchronizes peripheral clocks and downstream metabolic, cardiovascular, neuronal 
and immune pathways. Other Zeitgebers such as food, temperature and social cues can also 
entrain or influence the entrainment of clocks and can alter the output of these downstream 
pathways. ACTH, adrenocorticotropic hormone; PVN, paraventricular nucleus.
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Abstract
Bone loss and vitamin D deficiency are common in HIV patients. However, bone health status in newly diagnosed HIV 
patients has not been thoroughly described. Our aim was to assess the bone mineral density (BMD), bone resorption and 
vitamin D status in newly diagnosed HIV patients. A prospective observational study in HIV newly diagnosed therapy-naive 
persons. Patients with secondary causes of osteoporosis were excluded. Bone densitometry (DXA), a bone resorption marker 
(CTx), 25-hydroxyvitamin D (25OHD), CD4 count and HIV viral load (VL) were done in 70 patients. Vitamin D results were 
compared with a group of healthy volunteers. All patients were men, mean age 31 years (19–50). Low BMD (Z score ≤ 2.0) 
was found in 13%, all of them in lumbar spine, and in only one patient also in femoral neck. Bone resorption was high in 16%. 
One out of four participants had low BMD or high bone resorption. Vitamin D deficiency (25OHD < 20 ng/mL) was found 
in 66%. Mean 25OHD in patients was significantly lower than in healthy volunteers (p = 0.04). No associations were found 
between BMD, CTx, 25OHD and VL or CD4 count. We hypothesize that HIV infection negatively affects bone health based 
on the results we found among newly diagnosed, therapy-naive, HIV-infected patients, without any known secondary causes 
of osteoporosis. Low BMD or high bone resorption, are significantly prevalent in these patients. HIV-infected patients had 
a higher prevalence of vitamin D deficiency than controls, which was not correlated with CD4 count or VL.
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Introduction

As of 2016, 36.7 million people were living with HIV/AIDS 
worldwide and 61,000 cases of HIV or AIDS were notified 
in Chile [1]. With the development of highly active antiret-
roviral therapy (HAART), life expectancy has improved 
considerably among HIV-infected patients [2]. Currently, 
as mortality decreases, premature aging and non-infectious 

diseases, such as cardiovascular and bone metabolic diseases 
have emerged [3].

Bone loss is common in HIV patients. A 6.4 times greater 
risk of osteopenia and 3.7 times greater risk of osteoporosis 
have been reported in this population compared to general 
population [4]. Increased risk of fragility fractures has also 
been associated with HIV infection when compared to non-
HIV infected subjects [5, 6]. Vitamin D deficiency is very 
common worldwide [7] and highly prevalent in the HIV-
infected population [8–10]. Vitamin D deficiency is a classic 
risk factor for bone metabolic diseases such as osteomalacia 
and osteoporosis. Evidence is still inconclusive regarding 
vitamin D deficiency’s role in predisposing HIV patients to 
other non-skeletal diseases, such as cardiovascular disease, 
diabetes and certain malignancies [11]. Nutritional compro-
mise (including vitamin D deficiency), comorbidities, direct 
effect of HIV on bone, and effects of antiretroviral therapy 
(ART) may explain bone compromise in HIV patients. How-
ever, the risk of HIV on bone health in newly diagnosed, 
therapy-naive, HIV-infected patients without any secondary 
causes of osteoporosis has not been thoroughly investigated.

 * Gilberto González 
 ggonzale@med.puc.cl

1 Department of Infectious Diseases, Faculty of Medicine, 
Pontificia Universidad Católica de Chile, Diagonal Paraguay 
362, Santiago, Chile

2 Department of Endocrinology, Faculty of Medicine, 
Pontificia Universidad Católica de Chile, Diagonal Paraguay 
362, Santiago, Chile

3 Department of Public Health, Faculty of Medicine, Pontificia 
Universidad Católica de Chile, Diagonal Paraguay 362, 
Santiago, Chile

43Vitamin D and Bone Mineral Density in HIV Newly Diagnosed Therapy-Naive Patients Without Any…

1 3

This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 



43Vitamin D and Bone Mineral Density in HIV Newly Diagnosed Therapy-Naive Patients Without Any…

1 3

This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 

43Vitamin D and Bone Mineral Density in HIV Newly Diagnosed Therapy-Naive Patients Without Any…

1 3

This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 

15

43Vitamin D and Bone Mineral Density in HIV Newly Diagnosed Therapy-Naive Patients Without Any…

1 3

This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 



43Vitamin D and Bone Mineral Density in HIV Newly Diagnosed Therapy-Naive Patients Without Any…

1 3

This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 

44 M. E. Ceballos et al.

1 3

subjects who received vitamin D greater than 50,000 UI up 
to 6 months prior to recruitment were excluded.

Statistical Analysis

Sample size was calculated to identify BMD potential loss 
in lumbar spine, changes in levels of 25OHD and CTx from 
baseline through week 52 after initiation of ART, to obtain 
a power of 80% and significance of 5% and assuming 10% 
lost to follow-up. Calculated sample size was 61 patients.

Lymphocyte T CD4 data is shown as median and IQR. 
Fisher’s exact test was used to evaluate association between 
two categorical variables. Student’s t test for equal or une-
qual variances was used to compare two means, as appro-
priate. Pearson’s correlation coefficient assessed correlation 
between two continuous variables. Confidence interval was 
95%. P value < 0.05 was considered statistically significant. 
Statistical analysis was performed on STATA SE 12.0.

Results

A total of 139 patients were invited to participate in this 
study; 43 of the 139 did not meet the inclusion criteria 
(26 received HIV serology confirmation more than 1 year 
before recruitment, 17 had already initiated antiretroviral 
therapy). Exclusion criteria eliminated five patients (three 
older than 50 years, and two due to diseases that may affect 
bone metabolism). Twenty-one additional patients met inclu-
sion criteria but declined to participate. Thus, a total of 70 
patients were finally recruited from June 2014 to June 2016 
(Fig. 1) Given the anticipated 10% of patients lost to follow-
up, we recruited an excess of nine patients over the estimated 
sample size (61% in autumn/winter season). Mean time 
between HIV diagnosis and study recruitment was 116 days 
(range 14–364). Table 1 shows patients’ general character-
istics. Although both male and female patients were invited 
to participate, only men were recruited, most of them were 
CDC Stage A.

Three out of 70 patients (4%) had comorbidities, includ-
ing controlled high blood pressure (1) and congenital hypo-
thyroidism (1), and one case of Von Willbrand’s disease. 
One patient had Hepatitis B co-infection. No patients had 
Hepatitis C.

Biochemical and BMD Assessment

Biochemical findings are shown in Table 2. According to 
exclusion criteria of the study, all patients had normal serum 
calcium levels; 17.1% had hypophosphatemia (1.7–2.5 mg/
dL), 7.1% had high levels of total alkaline phosphatases 
(116–217 U/L), and one case had concomitant high SGOT. 
Only two patients (2.86%) were diagnosed as having 

secondary hyperparathyroidism (increased levels of PTH 
with normal serum calcium), both with severe vitamin D 
deficiency (25OHD 6.7 and 11.9 ng/mL).

Vitamin D deficiency was found in 66% of patients 
and in 48% in control group. The quartil distribution 
of 25OHD values in patients was as follows: < 10 ng/
mL (5.7%), 10–19.99 (60%), 20–29.99 (29%), 30–39.99 
(5.7%). There were no patients with vitamin D ≥ 40 ng/
mL. Mean 25OHD in patients was 17.7 ng/mL (SD 6.6). 
Mean 25OHD in control group was 20.8  ng/mL (SD 
6.6). Comparing patients versus controls, mean 25OHD 
was significantly lower in patients (p = 0.04) (Fig. 2). In 
control group, there was a higher BMI (p = 0.009) and 
sunlight exposure (p = 0.016) than patients; whereas sun-
block use (p < 0.001) and smoking (p = 0.006) was lower 
(Table 3). In all subjects, measured 25OHD corresponded 
exclusively to 25OHD3, and 25OHD2 was always lower 

Fig. 1  Patients screened
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This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 
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than sensitivity limit of the assay. Among the eleven 
patients with CTx over the upper reference value (16%), 
only one patient had low BMD. Exclusion criteria such 
as biochemical measurements were not included in these 
results.

BMD was low in nine patients (13%) (Z score ≤ 2.0). In 
all of them, BMD of the lumbar spine was compromised, 
and only one patient had concomitant involvement in 
mean femoral neck (Table 4). One out of four participants 
had low BMD or high bone resorption (Fig. 3).

Figure 3 shows a pie plot for combined categories of 
low BMD and high bone turnover in 70 VIH patients. 
Overall, 13% of patients had low BMD, 16% had high 
bone turnover and 27% had low BMD or high bone 
turnover.

Bivariate Analysis

In the bivariate analysis, a comparison was made between 
media 25OHD, vitamin D deficiency, BMD with other vari-
ables such as age, BMI, season sampling, sunlight expo-
sure, smoking, drug use, dairy intake, CD4 count, VL, CDC 
stage and CTx. There was a statistically significant asso-
ciation between levels of vitamin D and season sampling 
(16.0 ± 5.4 in winter/autumn vs. 20.5 ± 7.6 in spring/sum-
mer; p = 0.009). No other significant association was found. 
Moreover, no association was seen between 25OHD and 
BMD.

Discussion

This study shows that in newly diagnosed, therapy-naive, 
HIV-infected patients, without any known secondary causes 
of osteoporosis, HIV infection negatively affects bone health. 
In fact, nearly one out of four of these patients had low BMD 
or high bone resorption, both conditions well-known risk 
factors for osteoporotic fractures [16]. HIV-infected patients 
additionally had a higher prevalence of vitamin D deficiency 
when compared to controls.

A high prevalence of low bone mass and osteoporosis has 
been reported in multiple studies of HIV-infected patients [4, 
22–27]. Several cohort studies have shown increased rates 
of bone fracture among HIV-infected patients compared to 
uninfected controls [5, 6, 28, 29]. In the HIV Outpatient 
Study (HOPS), a large and diverse cohort of 5,826 HIV-
infected US adults in treatment, the age-adjusted fracture 
rates were 1.98–3.69 times higher than rates in the general 
population [28]. However, given that these studies involved 
patients enrolled in ART, they cannot conclude that higher 
risk of bone fracture is because of the HIV infection by itself, 
the ART, or other comorbidities frequently experienced by 

Table 1  General characteristics of HIV patients

CDC Centers for Disease Control and Prevention, SD standard devia-
tion, IQR interquartile range

Characteristic Result

Patients, N 70
Male, % 100
Sexual transmission of HIV, % 100
Mean age, years (range) 31 (19–50)
Mean BMI, kg/m2 (SD) 24 (3.0)
Underweight (BMI < 18.5), % 1.4
Current smoker, % 74.3
Heavy alcohol drinkers, n 0
Illicit drugs, % 39
Mild or moderate exercise (≥ 15 min/twice a week), % 49
Normal sun exposure
(score ≥ 3), %

51.4

Sunblock use, % 35.7
Mean daily calcium intake, mg/day (SD) 617 (193)
HIV CDC classification, stage A % 84
Median lymphocytes CD4 count, cells/mL (IQR) 370 (217)
High viral load (≥ 105 copies/mL), % 36

Table 2  Biochemical findings in HIV patients

Serum Reference value Result

Calcium corrected by albumin 8.5–10.5 mg/dL 9.35 (0.35)
Phosphate 2.6–4.5 mg/dL 3.14 (0.57)
Total alkaline phosphatase 45–115 U/L 83 (23)
PTH 15–65 pg/mL 35.54 (17.19)
25OHD 20–60 ng/mL 17.7 (6.64)
Vitamin D deficiency, % 25OHD < 20 ng/mL 66
CTx 0.016–0.584 ng/mL 0.46 (0.18)
High bone resorption, % CTx > 0.584 ng/mL 16

Fig. 2  Mean 25OHD levels in patients compared with controls
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between two continuous variables. Confidence interval was 
95%. P value < 0.05 was considered statistically significant. 
Statistical analysis was performed on STATA SE 12.0.
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HIV-positive patients, such as hepatitis C virus co-infection, 
hypogonadism or low body mass index.

There is limited data that estimates the relative contribu-
tion of untreated HIV on bone loss in HIV-infected patients 
naive to ART. Reported prevalence of low BMD in this 
group of patients is diverse. A study by Masyeni et al. [30] 
showed that almost 90% of participants showed any grade 
of low bone mass and approximately 10% had osteoporo-
sis. Previous to the aforementioned study, in a group of 44 
patients, aged between 26 and 30 years, the prevalence of 
osteopenia was 26% [31]. The ACTG 5260 trial was a sub-
study of the ACTG A5257 randomized clinical trial, which 
determined cardiovascular and metabolic analysis. This 
substudy included 331 patients, 10% with low BMD [32]. 
Recently, the START BMD substudy, involving 424 ART-
naive participants, showed a 1.9% prevalence of osteoporosis 
and 35.1% of low BMD. These findings were associated with 
traditional risk factors but not with CD4 cell count or viral 
load [33]. In a large clinical trial of vitamin D and calcium 

Table 3  Contributing factors 
for Vitamin D levels in HIV 
patients and controls

Statistically significant p values are highlighted in bold
Results are expressed as mean (SD)
n Number of patients or number of healthy volunteers

Patients Healthy volunteers p value
n = 70 n = 21

Sex (male), % 100 100
Age (years) 31.2 (8.0) 33.3 (8.2) 0.311
BMI (kg/m2) 24.0 (3.0) 25.9 (2.7) 0.009
Season of the year, autumn/winter, % 61.4 52.4 0.459
Normal sun exposure (score ≥ 3), % 51.4 81.0 0.016
Sunblock use, % 35.7 4.8 0.006
Current smoker, % 74.3 14.3 < 0.001
Vitamin D levels (ng/mL) 17.7 (6.6) 20.8 (7.0) 0.04

Table 4  Bone densitometry findings in HIV patients

Results are expressed as mean (SD)

Bone densitometry findings Result

Lumbar spine (L2–L4)
 BMD (g/cm2) 1.172 (0.142)
 Z score − 0.3 (1.2)
 Low BMD, n (%) 9 (13)

Mean femoral neck
 BMD (g/cm2) 1.047 (0.142)
 Z score 0.0 (1.1)
 Low BMD, n (%) 1 (1)

Mean total hip
 BMD (g/cm2) 1.041 (0.134)
 Z score − 0.2 (0.9)
 Low BMD, n (%) 0 (0)

Fig. 3  Percentage of low BMD 
and/or high bone resorption
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This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 
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according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 
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supplementation to prevent bone loss in HIV naive-infected 
individuals, baseline BMD Z score was below − 2.0 at lum-
bar spine in 9% of the intervention group and 10% of the 
placebo group, showing similar results to our study [34]. 
A recent study of zoledronic acid infusion in HIV-infected 
patients administered at ART initiation showed baseline 
prevalence of osteopenia was 35.4% in the placebo group 
and 21.9% in the zoledronic acid group [35]. It is important 
to note that only a few of these studies have exhaustively 
excluded secondary causes of osteoporosis or included bone 
turnover markers [32, 34, 35], both of which were performed 
in our study.

Carrying HIV is a state that has been associated with 
bone loss by several mechanisms. Certain viral proteins on 
bone cells or HIV-associated inflammation may directly 
affect bone health [34]. In addition, there are other multiple 
risk factors related to the host, such as age, smoking, alcohol 
use, Hepatitis C virus co-infection, hypogonadism, low body 
mass index, antiretroviral therapy, among others that influ-
ence in bone loss [4, 5, 36, 37]. We did not find any associa-
tion between BMD or CTx and HIV viral load, age, tobacco, 
physical activity, calcium daily intake or vitamin D levels. 
We believe the small sample size, strict criteria of enroll-
ment, and the high percentage of the patients that were in 
the initial stage of HIV may explain this lack of association.

This study, performed in patients without any known sec-
ondary causes of osteoporosis, showed a high prevalence 
of vitamin D deficiency (66%) in HIV antiretroviral-naive 
patients, significantly higher than healthy volunteers paired 
by sex, age, season of sampling and residence in the same 
geographic area. However, both groups were not matched 
by some contributing factors for vitamin D levels, such as 
sunlight exposure, sunblock use and smoking, which could 
determinate lower levels of vitamin D in HIV patients. On 
the other hand, a higher BMI in control group could deter-
minate a lower level of vitamin D in this group. High rates 
of vitamin D deficiency have been described worldwide and 
also in our country [7, 18]. In HIV-infected patients, vitamin 
D deficiency has also been found to be highly prevalent. 
However, most of this data came from patients on ART that 
had either complications or drugs that could affect vitamin D 
metabolism. Therefore, it is not clear if HIV, in itself, caused 
vitamin D deficiency and if this deficiency is truly higher 
than levels in the general population. Data of vitamin D sta-
tus in antiretroviral-naive patients are limited, and most of 
them do not include a control group or exhaustively excluded 
factors that could affect vitamin D metabolism [8, 9, 38]. 
Although the difference found in vitamin D levels between 
patients and healthy volunteers might be explained by sev-
eral factors, as we mentioned before, we can not rule out 
that HIV infection itself could induce vitamin D deficiency.

HIV viral load and proinflammatory state could have 
a role in vitamin D catabolism. As Bearden et  al. have 

mentioned, vitamin D levels could be low in ART-naive 
individuals newly diagnosed with HIV, since the hormone 
is depleted as response to viral triggering 1,25(OH)2D-
dependent immune defense mechanisms. Alternatively, renal 
conversion of 25(OH)D to 1,25(OH)2D may be inhibited 
and the 25OHD being catabolized to inactive metabolites 
[39].

Another perspective is perhaps these low levels of vita-
min D could have a role in a greater HIV replication, as it 
is shown by Coussens et al. This study showed that patients 
with lower levels of 1,25-dihydroxyvitamin D resulted in 
greater productive HIV-1 infection and a high dosage of vita-
min D supplementation reversed serum 25OHD deficiency 
and attenuated the seasonal increase in ex vivo HIV replica-
tion [40]. Fabre-Mersseman et al. strengthens this hypothesis 
when they supplemented with vitamin D patients with severe 
25OHD deficiency, showing a reduction in immune activa-
tion levels [41].

Vitamin D deficiency progressively leads to low intestinal 
calcium absorption, secondary hyperparathyroidism, high 
bone turnover, mineralization defects and bone loss. It also 
induces myopathy and falls. Moreover, vitamin D deficiency 
increases the risk of osteoporotic fractures [42]. Vitamin D 
may play a role in several other non-skeletal functions such 
as immune response, cellular growth, blood pressure control, 
and insulin sensitivity. Several studies have described an 
association between vitamin D deficiency and infections, 
cancer, and autoimmune and cardiovascular diseases. There-
fore, we see increasing evidence in vitamin D’s role in the 
human immune response to HIV. Conversion of vitamin D 
to its active form (1,25[OH]2D) generates inhibition of HIV 
replication in macrophages [39]. We did not find an associa-
tion between vitamin D levels and HIV viral load. An asso-
ciation between higher viral load and vitamin D deficiency 
is still unclear from previous studies. Recently, Cervero et al. 
showed that lack of viral suppression was associated with a 
3.5 times higher risk of vitamin D deficiency [43]. Another 
study showed a nonlinear relationship (U-shaped) between 
viral load and 1,25(OH)2D [39], whereas in others, no asso-
ciation was shown [8]. Given the sample size of our study, 
we were unable to explore this association; however, our 
data did not support the relationship between HIV viral load 
and vitamin D deficiency.

Our study has some limitations. Recruitment of patients 
at a single site with specific geographic and social char-
acteristics may limit external validity. Additionally, the 
absence of women in the study is concordant with the 
minor presence of HIV-infected women treated at our 
institution [44]. Due to budget limitations, our study pro-
tocol did not include other vitamin D metabolites (e.g., 
1,25OHD; 24,25OHD), proinflammatory cytokines, or 
calcium and phosphorus urine excretion that would pro-
vide a more comprehensive analysis of possible changes 
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subjects who received vitamin D greater than 50,000 UI up 
to 6 months prior to recruitment were excluded.

Statistical Analysis

Sample size was calculated to identify BMD potential loss 
in lumbar spine, changes in levels of 25OHD and CTx from 
baseline through week 52 after initiation of ART, to obtain 
a power of 80% and significance of 5% and assuming 10% 
lost to follow-up. Calculated sample size was 61 patients.

Lymphocyte T CD4 data is shown as median and IQR. 
Fisher’s exact test was used to evaluate association between 
two categorical variables. Student’s t test for equal or une-
qual variances was used to compare two means, as appro-
priate. Pearson’s correlation coefficient assessed correlation 
between two continuous variables. Confidence interval was 
95%. P value < 0.05 was considered statistically significant. 
Statistical analysis was performed on STATA SE 12.0.

Results

A total of 139 patients were invited to participate in this 
study; 43 of the 139 did not meet the inclusion criteria 
(26 received HIV serology confirmation more than 1 year 
before recruitment, 17 had already initiated antiretroviral 
therapy). Exclusion criteria eliminated five patients (three 
older than 50 years, and two due to diseases that may affect 
bone metabolism). Twenty-one additional patients met inclu-
sion criteria but declined to participate. Thus, a total of 70 
patients were finally recruited from June 2014 to June 2016 
(Fig. 1) Given the anticipated 10% of patients lost to follow-
up, we recruited an excess of nine patients over the estimated 
sample size (61% in autumn/winter season). Mean time 
between HIV diagnosis and study recruitment was 116 days 
(range 14–364). Table 1 shows patients’ general character-
istics. Although both male and female patients were invited 
to participate, only men were recruited, most of them were 
CDC Stage A.

Three out of 70 patients (4%) had comorbidities, includ-
ing controlled high blood pressure (1) and congenital hypo-
thyroidism (1), and one case of Von Willbrand’s disease. 
One patient had Hepatitis B co-infection. No patients had 
Hepatitis C.

Biochemical and BMD Assessment

Biochemical findings are shown in Table 2. According to 
exclusion criteria of the study, all patients had normal serum 
calcium levels; 17.1% had hypophosphatemia (1.7–2.5 mg/
dL), 7.1% had high levels of total alkaline phosphatases 
(116–217 U/L), and one case had concomitant high SGOT. 
Only two patients (2.86%) were diagnosed as having 

secondary hyperparathyroidism (increased levels of PTH 
with normal serum calcium), both with severe vitamin D 
deficiency (25OHD 6.7 and 11.9 ng/mL).

Vitamin D deficiency was found in 66% of patients 
and in 48% in control group. The quartil distribution 
of 25OHD values in patients was as follows: < 10 ng/
mL (5.7%), 10–19.99 (60%), 20–29.99 (29%), 30–39.99 
(5.7%). There were no patients with vitamin D ≥ 40 ng/
mL. Mean 25OHD in patients was 17.7 ng/mL (SD 6.6). 
Mean 25OHD in control group was 20.8  ng/mL (SD 
6.6). Comparing patients versus controls, mean 25OHD 
was significantly lower in patients (p = 0.04) (Fig. 2). In 
control group, there was a higher BMI (p = 0.009) and 
sunlight exposure (p = 0.016) than patients; whereas sun-
block use (p < 0.001) and smoking (p = 0.006) was lower 
(Table 3). In all subjects, measured 25OHD corresponded 
exclusively to 25OHD3, and 25OHD2 was always lower 

Fig. 1  Patients screened
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in vitamin D and mineral metabolism associated with HIV 
infection. BMD and CTx were not measured in the control 
group to compare with the study group. However, we did 
utilize internationally accepted criteria to interpret such 
results.

Despite these limitations, our study has important 
strengths, such as a rigorous protocol of exclusion of sec-
ondary causes of osteoporosis, the use of CTx as a bone 
resorption marker in addition to DXA to estimate the risk 
of osteoporotic fractures, and the inclusion of a control 
group to compare vitamin D levels, which were measured 
using one the best reference methods (LC-MS/MS) to 
measure 25OHD [45].

In summary, HIV infection negatively affects bone 
health based on the results we found among newly diag-
nosed, therapy-naive, HIV-infected patients, without any 
known secondary causes of osteoporosis. These patients 
also experience a higher prevalence of vitamin D defi-
ciency than controls. Our results emphasize the impor-
tance of assessing bone health in therapy-naive, HIV-
infected patients, and underline the role of HIV infection 
itself as a risk factor for osteoporosis.
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This article presents baseline results from an ongoing, pro-
spective, observational study investigating the risk of osteo-
porosis and levels of vitamin D in HIV patients after initiation 
of ART. Our aim for this basal stage was to assess the bone 
mineral density (BMD), bone resorption, and vitamin D sta-
tus in newly diagnosed, therapy-naive, HIV-infected patients 
without any secondary causes of osteoporosis.

Methods

Study Population

Newly diagnosed, therapy-naive, HIV-infected subjects, men 
or women, who received medical attention at hospitals and 
outpatient clinics of our institution were recruited between 
June 2014 and June 2016. Newly diagnosed was defined as 
having an HIV serology confirmation up to 1 year prior to 
recruitment. Eligible patients for the study were invited to 
participate if their attending physicians estimated that they 
would start therapy no longer than 6 months after enrollment 
(according to the national treatment recommendations at that 
time) [12].

Exclusion criteria included: < 18 years of age or > 50 
years, history of fragility bone fractures [13] or bone meta-
bolic disease, severe low BMD at baseline (defined as Z 
score ≤ 3.0 at DXA) or abnormalities on biochemical param-
eters such as: calcium disorder (calcium corrected by albu-
min < 8.5 mg/dL or > 10.5 mg/dL), TSH < 0.3 µUI/mL or 
> 10 µUI/mL, in men, testosterone < 200 ng/dL or < 249 ng/
dL with calculated bioavailable testosterone < 35%, and esti-
mated glomerular filtration rate less than 60 mL/min based 
on serum creatinine, according to the Cockcroft method 
[14]. Women with absence of menses for the past 3 months 
or any patient with past medical history of diabetes melli-
tus, celiac disease, inflammatory bowel disease, gastrectomy, 
bariatric surgery, malignancies, an event of symptomatic 
nephrolithiasis documented in the year prior to recruitment 
or those using drugs that affect bone metabolism as bispho-
sphonates, calcitonin, denosumab, teriparatide, strontium, 
calcium, estrogen, testosterone, analogs of vitamin D, aro-
matase inhibitors, thiazolidinediones, anticonvulsants, cor-
ticosteroids and loop diuretics were also excluded [15–17].

Signed informed consent was obtained from each patient 
and the study was approved by the Ethics Review Committee 
of the School of Medicine of Pontificia Universidad Católica 
de Chile.

Data Collection

Clinical Data

Demographic information, medical history, including 
physical examination and risk factors for osteoporosis (i.e., 

alcohol abuse, present or past use of tobacco, sunlight expo-
sure and estimation of daily calcium intake) were recorded. 
Alcohol abuse was defined as drinking more than three 
glasses of beer or wine/day or more than 40 g/day or if 
drinking habit brings social/labor problems or if a medical 
diagnosis of alcoholism is done. Sunlight exposure and daily 
calcium intake were estimated as previously reported [18].

Biochemical Assessment

A fasting serum sample was obtained to measure: calcium, 
albumin, phosphorus, total alkaline phosphatases, creatinine 
by autoanalyzer, TSH, testosterone, intact PTH, carboxy 
telopeptide (CTx), by electrochemiluminescence immuno-
assay, 25-hydroxyvitamin D (25OHD2 + 25OHD3) by liquid 
chromatography combined with tandem mass spectrometry 
(LC-MS/MS) (AB Sciex QTrap® 4500), lymphocyte T CD4 
count by Flow Cytometry (FACSCalibur) and VL by real-
time PCR Ampliprep/cobasTaqman. Undetectable VL for 
our laboratory is < 20 copies/mL. Normal values for PTH 
were 15–65 pg/mL and 0.016–0.584 ng/mL for CTx. Vita-
min D deficiency was defined as 25OHD below 20 ng/mL. 
Corrected Ca was calculated by subtracting albumin from 
4.0 and multiplying the difference by 0.8; then, the product 
was added to the measured calcium level [19]. All the assays 
were done at the Central Laboratory of our institution, which 
is affiliated with an external quality control program from 
the College of American Pathologists (USA), and the main 
methods are published previously [20].

BMD Assessment

BMD was measured at the lumbar spine (L2–L4), total hip 
and femoral neck. DXA used was from GE Medical Systems 
Lunar DPX, Madison, WI, USA. The same device was used 
in all patients and results were analyzed by the same radiolo-
gist. Quality controls were performed on DXA to verify the 
validity of imaging procedures, and DXA analysis was done 
according to the last ISCD recommendations. Z score was 
used for DXA analysis (subjects younger than 50 years), and 
low BMD was defined as Z score ≤ 2.0. Reference database 
provided by the manufacturer was used to derive Z score 
[21].

Control Group for Vitamin D Levels

For the comparison of vitamin D levels of HIV patients, a 
contemporary control group of 21 healthy volunteers was 
included. Control group was selected among blood donors 
of our institution and it was paired by sex, age, season of 
sampling, and residence in the same geographic area. Volun-
teers with autoimmune diseases, malabsorption syndrome, 
neoplasms, active infection, renal or hepatic diseases, and 
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Severe osteoporosis with multiple spontaneous vertebral 
fractures in a young male carrying triple polymorphisms in 
the vitamin D receptor, collagen type 1, and low-density 
lipoprotein receptor-related peptide 5 genes
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ABSTRACT

Osteoporosis is a common disease with a strong genetic component. Several studies have re-
ported the vitamin D receptor (VDR), collagen type I (COL1A1), and LDL receptor-related 
protein 5 (LRP5) genes as the most likely candidates. However, most of the studies have been 
carried out in postmenopausal women and older men and show inconsistent results. CASE 
PRESENTATION: We report a case of a 26-year old male who presented with severe back pain 
of acute onset, unrelated to any kind of trauma, and diffuse myalgia. Imaging of the lumbar 
and the thoracic spine revealed two Grade 3, according to Genant’s semiquantitative method, 
vertebral fractures in T10 and T11 and multiple Grade 1 and 2 fractures from T8 to L2. Meas-
urement of bone mineral density (BMD) by dual-energy X-ray absorptiometry (DXA) (Lunar 
Prodigy) showed severe osteoporosis of the lumbar spine (Z-score=-3.0, BMD = 0.866 gr/cm2). 
A complete laboratory and biochemical work-up was performed to exclude secondary causes 
of osteoporosis. Total genomic DNA was extracted from peripheral blood and was used as a 
template for genotype analysis. The patient was heterozygous for the p.V667M mutation of the 

types of osteogenesis imperfecta associated with mutations in the COL1A1 and COL1A2 genes. 
CONCLUSION: We herein show that the co-existence of three polymorphic sites in the VDR,

Case report

HORMONES 2016, 15(4):551-556

Address for correspondence:
Maria P. Yavropoulou, MD, MSc, PhD, Endocrinologist, Senior Registrar NHS, Division of Endocrinology and Metabolism,  
1st Department of Internal Medicine, AHEPA Univ. Hospital, 1 S. Kyriakidi Str., 54636, Thessaloniki, Greece; Tel.: +30 2310 993187,  
Fax: +30 2310 993187, E-mail: margia@med.auth.gr, Webpage: http://www.maria-yavropoulou.eu/
Received: 21-09-2016, Accepted: 20-10-2016



23

Severe osteoporosis in young adult 553   

Types of osteogenesis imperfecta associated with 
mutations in the COL1A1 and COL1A2 genes were 
excluded.

Figure 1. MRI of the thoracic and lumbar spine.

Figure 2. Changes in Z-scores of the lumbar spine and left fem-
oral neck during treatment with teriparatide (20mcg/day sc) and 
zolendronate (5mg single iv injection).

Table 1. Laboratory work up and baseline hormone profile at the 
day of admission
Assay Normal Range Value
Hematocrit (Hct) 38.8-50.0% 42%

Fasting blood glucose 3.9-5.5 mmol/L 4.2

Alanine aminotransferase 
(ALT)

7-56 U/L 34

Aspartate aminotransferase 
(AST)

10-40 U/L 22

Alkaline phosphatase (ALP) 25-100 U/L 44

Serum creatinine levels 80-110 μmol/L 92

Ionized calcium 1.1-1.35 mmol/L 1.2

Phosphate 0.8-1.5 mmol/L 0.92

Parathyroid hormone (PTH) 
(pg/ml)

10-65 35

25-OH-vitamin D levels 75–250 nmol/L 77

24-Hour urine calcium 15–20 mmol/24h 18.7

Magnesium 1.5-2 mEq/L 1.75

Thyroid-stimulating hormone 
(TSH) level

0.5-5 mIU/L 3.2

Ferritin 33-450 pmol/L 104

Serum iron 10.7-26.9 pmol/L 15

Testosterone levels 10-25 nmol/L 20

24-Hour urine free cortisol 9.66-124.2 nmol/24h 32

Morning serum Cortisol ���������� 16

Serum protein electrophoresis
albumin
alpha-1 globulin
alpha-2 globulin
beta globulin
gamma globulin

38–50 g/L
1–3 g/L

6–10 g/L
7–14 g/L
7–16 g/L

40
2.2
7.5
8.1
8.9

Antigliadin antibodies (IGA/
IGG)

Not 
detected

Antiendomysial antibodies Not 
detected

Serum tryptase <11.4 ng/mL 3.2

Rheumatoid factor <25 IU/ml 17

552 M.P. YAVROPOULOU ET AL

COL1A1, and LPR-5 genes in a young male adult caused severe osteoporosis with multiple 
fractures, suggesting a combined effect and/or interaction between these genes.

Key words: 

INTRODUCTION 

Osteoporosis is a systemic skeletal disease char-
acterized by low bone mass and abnormal bone mi-
croarchitecture leading to increased fracture risk.1 In 
postmenopausal women and men aged 50 and above, 
estrogen deficiency, vitamin D deficiency, second-
ary hyperparathyroidism, and age-related changes in 
bone tissue contribute to accelerated bone loss and 
increased bone fragility.2-4 

Low bone mass in children and young adults does 
not necessarily imply skeletal fragility unless the 
patient sustains low trauma or atraumatic fractures.5 
Low bone mass in young adults could represent either 
attainment of low peak bone mass in relation to their 
body size, pubertal timing, and environment during 
growth,6,7 a pathological condition with bone fragil-
ity due to chronic diseases and secondary causes of 
osteoporosis, or a genetically predisposed/idiopathic 
condition.8 Osteoporosis is considered to be a disease 
with a strong genetic component of about 40-60%. 
Polymorphisms and/or mutations in vitamin D recep-
tor (VDR), the collagen type I alpha1 (COL1A1), and 
the low-density lipoprotein receptor related-protein 5 
(LRP5) genes have independently shown significant 
associations with bone mineral density and increased 
fracture risk. In addition, in genome-wide association 
studies, several single nucleotide polymorphisms 
(SNPs) have been identified as being associated with 
bone density or fracture risk at the genome-wide 
significance level.9-11 However, most of these stud-
ies concern postmenopausal women and men aged 
above 50 years, while data on younger individuals 
are scarce. We present a case of a young male adult 
with severe osteoporosis and multiple atraumatic 
vertebral fractures in whom, after exclusion of a 
chronic disease and other secondary causes of os-
teoporosis, a genetic background of polymorphisms 
and mutation in all three VDR, COL1A1, and LRP5 
genes was revealed.

CASE PRESENTATION

A 26-year old male was referred to our center due 
to severe back pain of acute onset, unrelated to any 
kind of trauma, and diffuse myalgia. During the past 
6 months, the patient had visited the outpatient clinics 
of the Rheumatology and the Orthopedic departments 
several times complaining of diffuse pain of moder-
ate intensity along the spine, which was aggravated 
when lying in bed or sitting. At that time he was 
diagnosed with seronegative spondyloarthritis and 
was prescribed non-steroidal anti-inflammatory drugs 
and methotrexate. His clinical condition, however, 
was not improved. His medical record was free of 
any kind of systemic disease, as was also his family 
medical record. More specifically, there was no family 
history of frequent fractures, childhood or adolescent 
osteoporosis, osteogenesis imperfecta, gross skeletal 
anomalies, rickets, discoloured sclera, or early onset 
of hearing loss. Clinical examination revealed no 
other abnormalities.

X-rays and magnetic resonance imaging (MRI) of 
the lumbar and the thoracic spine revealed two Grade 
3, according to Genant’s semiquantitative method, 
vertebral fractures in Th10 and Th11 and multiple 
Grade 1 (T12, L1) and Grade 2 (T8, T9, L2) fractures 
(Figure 1). Measurement of bone mineral density 
(BMD) by dual-energy X-ray absorptiometry (DXA) 
(Lunar Prodigy) showed severe osteoporosis of the 
lumbar spine (Z-score=-3.0, BMD=0.866 gr/cm2) 
(Figure 2). A complete laboratory and biochemical 
work-up was performed to exclude secondary causes 
of osteoporosis (Table 1). The patient was found to 
have low-normal levels of 25-OH-vitamin D and was 
prescribed cholecalciferol 2200units/d per os.

GENETIC ANALYSIS

Total genomic DNA was extracted from peripheral 
blood and was used as a template for genotype analysis. 
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COL1A1, and LPR-5 genes in a young male adult caused severe osteoporosis with multiple 
fractures, suggesting a combined effect and/or interaction between these genes.
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ary hyperparathyroidism, and age-related changes in 
bone tissue contribute to accelerated bone loss and 
increased bone fragility.2-4 
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with a strong genetic component of about 40-60%. 
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(SNPs) have been identified as being associated with 
bone density or fracture risk at the genome-wide 
significance level.9-11 However, most of these stud-
ies concern postmenopausal women and men aged 
above 50 years, while data on younger individuals 
are scarce. We present a case of a young male adult 
with severe osteoporosis and multiple atraumatic 
vertebral fractures in whom, after exclusion of a 
chronic disease and other secondary causes of os-
teoporosis, a genetic background of polymorphisms 
and mutation in all three VDR, COL1A1, and LRP5 
genes was revealed.
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to severe back pain of acute onset, unrelated to any 
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ate intensity along the spine, which was aggravated 
when lying in bed or sitting. At that time he was 
diagnosed with seronegative spondyloarthritis and 
was prescribed non-steroidal anti-inflammatory drugs 
and methotrexate. His clinical condition, however, 
was not improved. His medical record was free of 
any kind of systemic disease, as was also his family 
medical record. More specifically, there was no family 
history of frequent fractures, childhood or adolescent 
osteoporosis, osteogenesis imperfecta, gross skeletal 
anomalies, rickets, discoloured sclera, or early onset 
of hearing loss. Clinical examination revealed no 
other abnormalities.

X-rays and magnetic resonance imaging (MRI) of 
the lumbar and the thoracic spine revealed two Grade 
3, according to Genant’s semiquantitative method, 
vertebral fractures in Th10 and Th11 and multiple 
Grade 1 (T12, L1) and Grade 2 (T8, T9, L2) fractures 
(Figure 1). Measurement of bone mineral density 
(BMD) by dual-energy X-ray absorptiometry (DXA) 
(Lunar Prodigy) showed severe osteoporosis of the 
lumbar spine (Z-score=-3.0, BMD=0.866 gr/cm2) 
(Figure 2). A complete laboratory and biochemical 
work-up was performed to exclude secondary causes 
of osteoporosis (Table 1). The patient was found to 
have low-normal levels of 25-OH-vitamin D and was 
prescribed cholecalciferol 2200units/d per os.
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Total genomic DNA was extracted from peripheral 
blood and was used as a template for genotype analysis. 
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Types of osteogenesis imperfecta associated with 
mutations in the COL1A1 and COL1A2 genes were 
excluded.

Figure 1. MRI of the thoracic and lumbar spine.

Figure 2. Changes in Z-scores of the lumbar spine and left fem-
oral neck during treatment with teriparatide (20mcg/day sc) and 
zolendronate (5mg single iv injection).

Table 1. Laboratory work up and baseline hormone profile at the 
day of admission
Assay Normal Range Value
Hematocrit (Hct) 38.8-50.0% 42%

Fasting blood glucose 3.9-5.5 mmol/L 4.2

Alanine aminotransferase 
(ALT)

7-56 U/L 34

Aspartate aminotransferase 
(AST)

10-40 U/L 22

Alkaline phosphatase (ALP) 25-100 U/L 44

Serum creatinine levels 80-110 μmol/L 92

Ionized calcium 1.1-1.35 mmol/L 1.2

Phosphate 0.8-1.5 mmol/L 0.92

Parathyroid hormone (PTH) 
(pg/ml)

10-65 35

25-OH-vitamin D levels 75–250 nmol/L 77

24-Hour urine calcium 15–20 mmol/24h 18.7

Magnesium 1.5-2 mEq/L 1.75

Thyroid-stimulating hormone 
(TSH) level

0.5-5 mIU/L 3.2

Ferritin 33-450 pmol/L 104

Serum iron 10.7-26.9 pmol/L 15

Testosterone levels 10-25 nmol/L 20

24-Hour urine free cortisol 9.66-124.2 nmol/24h 32

Morning serum Cortisol ���������� 16

Serum protein electrophoresis
albumin
alpha-1 globulin
alpha-2 globulin
beta globulin
gamma globulin

38–50 g/L
1–3 g/L

6–10 g/L
7–14 g/L
7–16 g/L

40
2.2
7.5
8.1
8.9

Antigliadin antibodies (IGA/
IGG)

Not 
detected

Antiendomysial antibodies Not 
detected

Serum tryptase <11.4 ng/mL 3.2

Rheumatoid factor <25 IU/ml 17
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We subsequently performed genotype analysis 
for genes known to correlate with the genetic back-
ground of osteoporosis, such as LRP5, VDR and 
COL1A1, using a novel Real-Time PCR assay based 
on SimpleProbe®melting curve analysis. The patient 
was found to be heterozygous for the p.V667M mu-
tation of the LRP5 gene and for the BsmI [g.63980 
G A, rs1544410] and Sp1 polymorphisms [g.6252 
G T, rs1800012] of the VDR and COL1A1 genes, 
respectively.

TREATMENT AND FOLLOW-UP

The patient was treated with daily s.c injections of 
recombinant teriparatide for 24 months and supple-
mentation with calcium (1000 mg/daily) and vitamin 
D (800 IU/daily). During the first 6 months of treat-
ment, his back pain and diffuse myalgia improved 
significantly and the patient did not sustain a new 
vertebral or non-vertebral fracture. After the com-
pletion of the 24-month teriparatide-treatment the 
patient showed significant gains in the bone mass of 
the lumbar spine (Z-score=-2.2, BMD=0.970 gr/cm2) 
and received an i.v injection of zoledronate 5 mg. 
Two years later the patient was free of symptoms: 
he had a BMD measurement in the osteopenic range 
in the lumbar spine and left femoral neck (Figure 2), 
there was no history of new fractures, and there were 
no new morphometric fractures in the thoracic and 
lumbar spine based on new X-rays. Serum levels of 
bone formation and bone resorption markers remained 
in the lower quartiles (Figure 3). In addition to anti-
osteoporotic treatment, the patient was subjected to 
a rehabilitation program because of his long-lasting 
immobilization due to pain and fear of falling. The 
program included strengthening in joint mobility, 
clearance in the extremities and back muscles, posture 
exercises, and walking training. At the end of treat-
ment, significant improvements were observed in 
walking, lower and upper extremity muscle strength 
levels, and posture.

DISCUSSION

The BsmI polymorphic site of the VDR gene, as well 
as the polymorphic Sp1 binding site of the COL1A1 
gene, and the V667M mutation of the LRP5 gene have 
been independently associated with osteoporosis and 
fracture risk. We herein show that the co-existence 

of these three genetic changes in a young male adult 
caused severe osteoporosis with multiple fractures, 
suggesting a combined effect and/or interaction be-
tween these genes. 

The VDR gene was among the first candidate genes 
studied for association with osteoporosis.12 The active 
metabolite of vitamin D (1,25 OH D3) acts through its 
specific receptor, VDR, which is a nuclear transcription 
factor regulating the expression of the target genes 
through binding to vitamin D responsive elements.13 
Mutations at the key sites of the VDR gene have been 
reported to cause vitamin D deficiency even when 
vitamin D itself is supplemented adequately.14 This 
was a critical finding since insufficient serum levels 
of 25-OH-vitamin D are a well-established risk factor 
for osteoporosis and increased fracture risk.15 In our 
case, the initial symptoms of diffuse myalgia, which 
could be attributed to low vitamin D levels, were 
successfully treated with vitamin D supplementation. 
The most frequently studied polymorphisms of the 
VDR gene in association with osteoporosis include 
BsmI, ApaI, TaqI, FokI,16 and Cdx2.17,18 The effect 
of the VDR genotype on BMD has been found to be 
stronger in premenopausal women and to decrease 
with age,19 but several studies have produced in-
consistent results with some showing positive20-23 or 
no association between VDR gene polymorphisms 

Figure 3. Changes in serum levels of the bone formation mark-
ers P1NP (a) and the bone resorption marker beta-CTX (b) dur-
ing treatment with teriparatide (20mcg/day sc) and zolendronate 
(5mg single iv injection).
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COL1A1, and LPR-5 genes in a young male adult caused severe osteoporosis with multiple 
fractures, suggesting a combined effect and/or interaction between these genes.
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INTRODUCTION 

Osteoporosis is a systemic skeletal disease char-
acterized by low bone mass and abnormal bone mi-
croarchitecture leading to increased fracture risk.1 In 
postmenopausal women and men aged 50 and above, 
estrogen deficiency, vitamin D deficiency, second-
ary hyperparathyroidism, and age-related changes in 
bone tissue contribute to accelerated bone loss and 
increased bone fragility.2-4 

Low bone mass in children and young adults does 
not necessarily imply skeletal fragility unless the 
patient sustains low trauma or atraumatic fractures.5 
Low bone mass in young adults could represent either 
attainment of low peak bone mass in relation to their 
body size, pubertal timing, and environment during 
growth,6,7 a pathological condition with bone fragil-
ity due to chronic diseases and secondary causes of 
osteoporosis, or a genetically predisposed/idiopathic 
condition.8 Osteoporosis is considered to be a disease 
with a strong genetic component of about 40-60%. 
Polymorphisms and/or mutations in vitamin D recep-
tor (VDR), the collagen type I alpha1 (COL1A1), and 
the low-density lipoprotein receptor related-protein 5 
(LRP5) genes have independently shown significant 
associations with bone mineral density and increased 
fracture risk. In addition, in genome-wide association 
studies, several single nucleotide polymorphisms 
(SNPs) have been identified as being associated with 
bone density or fracture risk at the genome-wide 
significance level.9-11 However, most of these stud-
ies concern postmenopausal women and men aged 
above 50 years, while data on younger individuals 
are scarce. We present a case of a young male adult 
with severe osteoporosis and multiple atraumatic 
vertebral fractures in whom, after exclusion of a 
chronic disease and other secondary causes of os-
teoporosis, a genetic background of polymorphisms 
and mutation in all three VDR, COL1A1, and LRP5 
genes was revealed.

CASE PRESENTATION

A 26-year old male was referred to our center due 
to severe back pain of acute onset, unrelated to any 
kind of trauma, and diffuse myalgia. During the past 
6 months, the patient had visited the outpatient clinics 
of the Rheumatology and the Orthopedic departments 
several times complaining of diffuse pain of moder-
ate intensity along the spine, which was aggravated 
when lying in bed or sitting. At that time he was 
diagnosed with seronegative spondyloarthritis and 
was prescribed non-steroidal anti-inflammatory drugs 
and methotrexate. His clinical condition, however, 
was not improved. His medical record was free of 
any kind of systemic disease, as was also his family 
medical record. More specifically, there was no family 
history of frequent fractures, childhood or adolescent 
osteoporosis, osteogenesis imperfecta, gross skeletal 
anomalies, rickets, discoloured sclera, or early onset 
of hearing loss. Clinical examination revealed no 
other abnormalities.

X-rays and magnetic resonance imaging (MRI) of 
the lumbar and the thoracic spine revealed two Grade 
3, according to Genant’s semiquantitative method, 
vertebral fractures in Th10 and Th11 and multiple 
Grade 1 (T12, L1) and Grade 2 (T8, T9, L2) fractures 
(Figure 1). Measurement of bone mineral density 
(BMD) by dual-energy X-ray absorptiometry (DXA) 
(Lunar Prodigy) showed severe osteoporosis of the 
lumbar spine (Z-score=-3.0, BMD=0.866 gr/cm2) 
(Figure 2). A complete laboratory and biochemical 
work-up was performed to exclude secondary causes 
of osteoporosis (Table 1). The patient was found to 
have low-normal levels of 25-OH-vitamin D and was 
prescribed cholecalciferol 2200units/d per os.

GENETIC ANALYSIS

Total genomic DNA was extracted from peripheral 
blood and was used as a template for genotype analysis. 
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and BMD values.24-26 Association of fracture risk 
with VDR polymorphisms has also been a matter of 
debate, with one showing significant association of 
BsmI and fracture risk and another no association 
between any genotype of VDR polymorphism and 
fractures.27,28 Most of the studies, however, concerned 
postmenopausal women and older men and thus data 
regarding the association of the BsmI polymorphism 
with osteoporosis and fracture risk among the young 
are scarce.

The COL1A1 and COL1A2 genes encode the two 
alpha chains (alpha 1 and alpha 2, respectively) of 
collagen type 1 that trimerize to form the procollagen 
1 molecule,29 the main component of bone matrix. 

90% of osteogenesis imperfecta (OI), which is a form 
of inherited osteoporosis in children characterized by 
low bone mass, fragile bone with increased fracture 
risk, blue sclerae, and in some cases impaired odon-
togenesis. Mild cases of OI can result in the diagnosis 
of osteoporosis in adulthood or at an advanced age30 
and, at present, almost 17 genetic causes of OI have 
been identified.31 Several large-scale studies have 
demonstrated an association between the polymor-
phism affecting the Sp1 binding site of the COL1A1 
gene and low bone mass and increased fracture risk 
in the general population.32-34

The LRP5 gene encodes for the LRP5 co-receptor 
of the Wnt signaling pathway, which is of critical 
importance in bone metabolism regulating osteoblas-
togenesis and bone formation.35 Wnt ligands bind to 
the Frizzled-LRP 5/6 receptor complex in the cell 
membrane and activate intracellular Wnt signaling. 
Activation is mediated either through translocation of 
the cytoplasmic protein beta-catenin to the nucleus, 
where it acts as a transcription factor activating the 
transcription of the target genes (canonical pathway), 
or via calcium and cAMP signals (non-canonical path-
way). Loss-of-function mutations in the LRP5 gene 
cause the osteoporosis-pseudoglioma syndrome,36 an 
autosomal recessive disorder characterized by severe 
juvenile-onset osteoporosis and congenital or juvenile-
onset blindness.37 Activating mutations, on the other 
hand, are responsible for the autosomal dominant 
high bone mass trait.38 In a recent multicenter study 
of 37,534 participants, it was demonstrated that the 
V667M (in exon 9) and A1330V (in exon 18) poly-

morphisms of the LRP5 gene are associated with low 
BMD values and increased risk of fractures.39

Our patient suffered from unspecific musculoskel-
etal symptoms, such as arthralgia and diffuse myalgia, 
which were initially attributed to seronegative spon-
dyloarthritis, thus delaying the final diagnosis. The 
lack of evidence of a systemic chronic disease and 
secondary osteoporosis and the severity of his bone 
disease with multiple spontaneous vertebral fractures 
led us to look for a genetic background whereby 
we were able to further exclude inherited forms of 
juvenile osteoporosis, such as OI. The co-existence 
of mutations in more than one of the genes related to 
osteoporosis in young adults has not been evaluated 
so far and larger studies are needed to elucidate a 
possible interaction and synergistic effect between 
the implicated genes. Administration of teriparatide, 
as the only bone anabolic agent currently available, 
followed by an antiresorptive agent and calcium plus 
vitamin D supplementation proved very effective in 
our patient, who continues to remain free of symptoms 
and with no new fractures over a long period of time.

REFERENCES
 1. 1993 Consensus development conference: diagnosis, 

prophylaxis, and treatment of osteoporosis. Am J Med 
94: 646-650.

 2. Seeman E, 2002  Pathogenesis of bone fragility in 
women and men. Lancet 359: 1841-1850.

 3. Seeman E, 2004 Estrogen, androgen, and the patho-
genesis of bone fragility in women and men. Curr 
Osteoporos Rep 2: 90-96.

 4. Seeman E, 2004 The growth and age-related origins of 
bone fragility in men. Calcif Tissue Int 75: 100-109.

 5. Baim S, Binkley N, Bilezikian JP, et al, 2008 Official 
Positions of the International Society for Clinical Den-
sitometry and executive summary of the 2007 ISCD 
Position Development Conference. J Clin Densitom 
11: 75-91.

 6. Bonjour JP, Chevalley T, Rizzoli R, Ferrari S, 2007 
Gene-environment interactions in the skeletal response 
to nutrition and exercise during growth. Med Sport Sci 
51: 64-80.

 7. Chevalley T, Rizzoli R, Hans D, Ferrari S, Bonjour JP, 
2005 Interaction between calcium intake and menarcheal 
age on bone mass gain: an eight-year follow-up study 
from prepuberty to postmenarche. J Clin Endocrinol 
Metab 90: 44-51.

 8. Ferrari S, Bianchi ML, Eisman JA, et al, 2012 Osteo-
porosis in young adults: pathophysiology, diagnosis, 
and management. Osteoporos Int 23: 2735-2748.



27

Severe osteoporosis in young adult 553   

Types of osteogenesis imperfecta associated with 
mutations in the COL1A1 and COL1A2 genes were 
excluded.

Figure 1. MRI of the thoracic and lumbar spine.

Figure 2. Changes in Z-scores of the lumbar spine and left fem-
oral neck during treatment with teriparatide (20mcg/day sc) and 
zolendronate (5mg single iv injection).

Table 1. Laboratory work up and baseline hormone profile at the 
day of admission
Assay Normal Range Value
Hematocrit (Hct) 38.8-50.0% 42%

Fasting blood glucose 3.9-5.5 mmol/L 4.2

Alanine aminotransferase 
(ALT)

7-56 U/L 34

Aspartate aminotransferase 
(AST)

10-40 U/L 22

Alkaline phosphatase (ALP) 25-100 U/L 44

Serum creatinine levels 80-110 μmol/L 92

Ionized calcium 1.1-1.35 mmol/L 1.2

Phosphate 0.8-1.5 mmol/L 0.92

Parathyroid hormone (PTH) 
(pg/ml)

10-65 35

25-OH-vitamin D levels 75–250 nmol/L 77

24-Hour urine calcium 15–20 mmol/24h 18.7

Magnesium 1.5-2 mEq/L 1.75

Thyroid-stimulating hormone 
(TSH) level

0.5-5 mIU/L 3.2

Ferritin 33-450 pmol/L 104

Serum iron 10.7-26.9 pmol/L 15

Testosterone levels 10-25 nmol/L 20

24-Hour urine free cortisol 9.66-124.2 nmol/24h 32

Morning serum Cortisol ���������� 16

Serum protein electrophoresis
albumin
alpha-1 globulin
alpha-2 globulin
beta globulin
gamma globulin

38–50 g/L
1–3 g/L

6–10 g/L
7–14 g/L
7–16 g/L

40
2.2
7.5
8.1
8.9

Antigliadin antibodies (IGA/
IGG)

Not 
detected

Antiendomysial antibodies Not 
detected

Serum tryptase <11.4 ng/mL 3.2

Rheumatoid factor <25 IU/ml 17

556 M.P. YAVROPOULOU ET AL

 9. Estrada K, Styrkarsdottir U, Evangelou E, et al, 2012 
Genome-wide meta-analysis identifies 56 bone mineral 
density loci and reveals 14 loci associated with risk of 
fracture. Nat Genet 44: 491-501.

 10. Richards JB, Kavvoura FK, Rivadeneira F, et al, 2009 
Collaborative meta-analysis: associations of 150 candi-
date genes with osteoporosis and osteoporotic fracture. 
Ann Intern Med 151: 528-537.

 11. Richards JB, Zheng HF, Spector TD, 2012 Genetics 
of osteoporosis from genome-wide association studies: 
advances and challenges. Nat Rev Genet 13: 576-588.

 12. Morrison NA, Qi JC, Tokita A, et al, 1994 Prediction 
of bone density from vitamin D receptor alleles. Nature 
367: 284-287.

 13. Christakos S, Dhawan P, Liu Y, Peng X, Porta A, 2003 
New insights into the mechanisms of vitamin D action. 
J Cell Biochem 88: 695-705.

 14. Wong HL, Seow A, Arakawa K, Lee HP, Yu MC, Ingles 
SA, 2003 Vitamin D receptor start codon polymorphism 
and colorectal cancer risk: effect modification by dietary 
calcium and fat in Singapore Chinese. Carcinogenesis 
24: 1091-1095.

 15. Thomas T, Briot K, 2016 Vitamin D, bone metabolism 
and fracture risk. Geriatr Psychol Neuropsychiatr Vieil 
14: 122-126.

 16. Liu YZ, Liu YJ, Recker RR, Deng HW, 2003 Molecular 
studies of identification of genes for osteoporosis: the 
2002 update. J Endocrinol 177: 147-196.

 17. Arai H, Miyamoto KI, Yoshida M, et al, 2001 The 
polymorphism in the caudal-related homeodomain 
protein Cdx-2 binding element in the human vitamin 
D receptor gene. J Bone Miner Res 16: 1256-1264.

 18. Fang Y, van Meurs JB, Bergink AP, et al, 2003 Cdx-2 
polymorphism in the promoter region of the human 
vitamin D receptor gene determines susceptibility to 
fracture in the elderly. J Bone Miner Res 18: 1632-1641.

 19. Riggs BL, Nguyen TV, Melton LJ 3rd, et al, 1995 The 
contribution of vitamin D receptor gene alleles to the 
determination of bone mineral density in normal and 
osteoporotic women. J Bone Miner Res 10: 991-996.

 20. Masi L, Cimaz R, Simonini G, et al, 2002 Association 
of low bone mass with vitamin d receptor gene and 
calcitonin receptor gene polymorphisms in juvenile 
idiopathic arthritis. J Rheumatol 29: 2225-2231.

 21. Sainz J, Van Tornout JM, Loro ML, Sayre J, Roe TF, 
Gilsanz V, 1997 Vitamin D-receptor gene polymor-
phisms and bone density in prepubertal American girls 
of Mexican descent. N Engl J Med 337: 77-82.

 22. Mencej-Bedrac S, Prezelj J, Kocjan T, et al, 2009 The 
combinations of polymorphisms in vitamin D receptor, 
osteoprotegerin and tumour necrosis factor superfam-
ily member 11 genes are associated with bone mineral 
density. J Mol Endocrinol 42: 239-247.

 23. Gong G, Stern HS, Cheng SC, et al, 1999 The associa-
tion of bone mineral density with vitamin D receptor 
gene polymorphisms. Osteoporos Int 9: 55-64.

 24. Zintzaras E, Rodopoulou P, Koukoulis GN, 2006 BsmI, 
TaqI, ApaI and FokI polymorphisms in the vitamin D 

receptor (VDR) gene and the risk of osteoporosis: a 
meta-analysis. Dis Markers 22: 317-326.

 25. Qin G, Dong Z, Zeng P, Liu M, Liao X, 2013 Associa-
tion of vitamin D receptor BsmI gene polymorphism 
with risk of osteoporosis: a meta-analysis of 41 studies. 
Mol Biol Rep 40: 497-506.

 26. Uitterlinden AG, Ralston SH, Brandi ML, et al, 2006 
The association between common vitamin D receptor 
gene variations and osteoporosis: a participant-level 
meta-analysis. Ann Intern Med 145: 255-264.

 27. Ji GR, Yao M, Sun CY, Li ZH, Han Z, 2010 BsmI, 
TaqI, ApaI and FokI polymorphisms in the vitamin D 
receptor (VDR) gene and risk of fracture in Caucasians: 
a meta-analysis. Bone 47: 681-686.

 28. Fang Y, Rivadeneira F, van Meurs JB, Pols HA, Ioan-
nidis JP, Uitterlinden AG, 2006 Vitamin D receptor 
gene BsmI and TaqI polymorphisms and fracture risk: 
a meta-analysis. Bone 39: 938-945.

 29. Valadares ER, Carneiro TB, Santos PM, Oliveira AC, 
Zabel B, 2014 What is new in genetics and osteogenesis 
imperfecta classification? J Pediatr (Rio J) 90: 536-541.

 30. O’Sullivan ES, van der Kamp S, Kilbane M, McKenna 
M, 2014 Osteogenesis imperfecta in adults: phenotypic 
characteristics and response to treatment in an Irish 
cohort. Ir J Med Sci 183: 225-230.

 31. Van Dijk FS, Sillence DO 2014 Osteogenesis imper-
fecta: clinical diagnosis, nomenclature and severity 
assessment. Am J Med Genet A 164A: 1470-1481.

 32. Uitterlinden AG, Pols HA, Burger H, et al, 1996 A 
large-scale population-based study of the association 
of vitamin D receptor gene polymorphisms with bone 
mineral density. J Bone Miner Res 11: 1241-1248.

 33. Ralston SH, Uitterlinden AG, Brandi ML, et al, 2006 
Large-scale evidence for the effect of the COLIA1 
Sp1 polymorphism on osteoporosis outcomes: the 
GENOMOS study. PLoS Med 3: e90.

 34. Jin H, van’t Hof RJ, Albagha OM, Ralston SH, 2009 
Promoter and intron 1 polymorphisms of COL1A1 
interact to regulate transcription and susceptibility to 
osteoporosis. Hum Mol Genet 18: 2729-2738.

 35. Yavropoulou MP, Yovos JG, 2007 The role of the Wnt 
signaling pathway in osteoblast commitment and dif-
ferentiation. Hormones (Athens) 6: 279-294.

 36. Gong Y, Slee RB, Fukai N, et al, 2001 LDL receptor-
related protein 5 (LRP5) affects bone accrual and eye 
development. Cell 107: 513-523.

 37. Gong Y, Vikkula M, Boon L, et al, (1996) Osteoporosis-
pseudoglioma syndrome, a disorder affecting skeletal 
strength and vision, is assigned to chromosome region 
11q12-13. Am J Hum Genet 59: 146-151.

 38. Little RD, Carulli JP, Del Mastro RG, et al, 2002 A 
mutation in the LDL receptor-related protein 5 gene 
results in the autosomal dominant high-bone-mass trait. 
Am J Hum Genet 70: 11-19.

 39. van Meurs JB, Trikalinos TA, Ralston SH, et al, 2008 
Large-scale analysis of association between LRP5 and 
LRP6 variants and osteoporosis. JAMA 299: 1277-1290.



Notes:-

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................

........................................................................................................................................................................



1

 Metformin 850 mg SR Metformin 1000 mg SR

Metformin 500 mg SR

*Data on file

In T2DM, START EARLY with

In uncontrolled T2DM, 

STEP UP with

In uncontrolled T2DM, 

STEP UP with

      
ACROSS THE SPECTRUM OF T2DM MANAGEMENT *

FOREVER WITH YOU

AS A
GUIDING

LIGHT



Fo
r t

he
 u

se
 o

f a
 R

eg
is

te
re

d 
M

ed
ic

al
 P

ra
ct

iti
on

er
, H

os
pi

ta
l o

r L
ab

or
at

or
y 

on
ly

.


